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1 Control Variables Index

Before your analysis, these control variables can be setin your Control file and at the Extra specifications prompt.
After your analysis, these control variables can be setin the Specification-menu dialog box and in other pull-down menus.
The current settings of these variables can be seen from the Output Files menu. Click on Control variables file.

AGREEFILE= paired-person agreement file

AGREEGROUP= |compare with other groups in Table 35

ALPHANUM= alphabetic numbering to exceed 9 with X\WIDE=1

ANCESTIM= Special alternative estimation method for anchored analyses
ASCIlI= output only ASCII characters

ASYMPTOTE= report estimates of upper and lower asymptotes
BATCH= set batch mode

BOXSHOW= draw boxes around Output Tables

BYITEM= show empirical curves for items

CATREF= reference category: Table 2

CFILE= scored category label file

CHART= graphical plots of measures

CHISQUARE= [output Chi-square instead of Mean-square in IFILE= and PFILE=
CLFILE= codes label file

CMATRIX= category matrixin Table 3.2, etc.
CODERANGE= [numerical range of data codes

CODES= valid & missing data codes

CONVERGE= select convergence criteria

CSVv= comma-separated values in output files
CURVES= probability curve selection: Tables 21, 2
CUTHI= cut off responses with high expectations
CUTLO= cut off responses with low expectations

DATA= name of data file

DATESHOW= displayanalysis date and Winsteps version number in Table headings
DELIMITER= delimiter of input response data fields

DIE= person label columns for DIF

DISCRIM= displayitem discrimination estimates

DISFILE= category/distractor/response option count file
DISOPTION= distractor file reporting option

DISTRACTOR= [output category/distractor/option counts

DPF= item label columns for DPF

EDFILE= edit data file

EFILE= expected scores on the items

EQFILE= code equivalences

EXCAT= extreme-category adjustment

EXCELNUMBER [Excel converts numeric labels into numbers = No

EXTRSCORE= [extreme score adjustment

FITHIGH= lower bar in charts

FITl= item misfit criterion
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FITLOW=

lower bar in charts

EITP= person misfit criterion

FORMAT= reformat data

FORMFD= form-feed character

FRANGE= half-range of fit statistics on plots

FREQUENT= column heading in Tables 1,12, 16

FSHOW= show files created from control file

GOZONE= percent of 0's within 0-zone among which all 1's are turned to 0's
G1ZONE= percent of 1's within 1-zone among which all O's are turned to 1's
GRFILE= graphing file for probability curves

GROUPS= assigns items to rating scale or partial credit groupings (same as ISGROUPS=)
GRPFROM= location of ISGROUPS=

GUFILE= Guttmanized file of responses

HEADER= displayor suppress Sub-Table Headings after the first
HIADJ= correction for top categories

HLINES= heading lines in outputfiles

IAFILE= item anchor file

IANCHQU= anchor items interactively

ICOLORFILE= colors for item labels in PKMAPs

ICORFILE= inter-item residual correlations

IDELETE= one-line item deletion list

IDELQU= delete items interactively

IDFILE= item deletion file

IDROPEXTR= remove items with extreme scores

IFILE= item outputfile

ILFILE= item label file

IMAP= item label for item maps

INUMB= label items by sequence number

IOFSFIELDS= field selection for IFILE=

IPEXTREME= placement of extreme scores on maps

IPMATRIX= response matrix (Output Files menu only)

IPRFILE= change codes for blocks of persons and items
IREFER= identifying items for recoding

ISELECT= item selection criterion

ISFILE= item-structure output file

ISGROUPS= assigns items to rating scale or partial credit groupings (same as GROUPS=)
ISORT= sortcolumn in item label

ISRANGE= categoryrange of an item group

ISUBTOTAL = subtotal items by specified columns

ITEM= title for item labels

ITEM1= column number of first response

ITLEN= maximum length of item label

IVALUEX= recoding for items

IWEIGHT= item (variable) weighting
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KEYFORM=

keyform output file (backwards compatibility only)

KEYFROM= location of KEYn=

KEYn= scoring key

KEYSCR= reassign scoring keys

LCONV= logit change at convergence

LESS= column heading in Tables 1,12, 16
LINELENGTH= |length of printed lines

LOCAL= locally restandardize fit statistics
LOGFILE= accumulates control files

LOWADJ= correction for bottom categories
MAKEKEY= construct an MCQ scoring key

MATRIX= correlation output format

MAXPAGE= maximum number of lines per page
MFORMS= reformatting input records & multiple forms
MHSLICE= size of Mantel or Mantel-Haenszel slice
MHZERO= adjustment to zero cells in Mantel cross-tabulation
MISSCORE= scored value of missing data: not your missing-data code
MJMLE= maximum number of JMLE iterations
MNSQ= show mean-square or t standardized fit
MODELS= assigns model types to items

MODFROM= location of MODELS=

MORE= column heading in Tables 1,12, 16
MPROX= maximum number of PROXiterations
MRANGE= half-range of measures on plots in Tables
MTICK= measure distance between tick-marks on plots in Tables
MUCON= maximum number of JMLE iterations
NAME 1= first column of person label

NAMLEN= length of person label

NAMLMP= label length on maps

NEWSCORE= [recoded data values

NI= number of items

NORMAL = normal distribution for standardizing fit
OFILE= report outputfile

OSORT= categoryloption/distractor sorted by score, count or measure
OUTFIT= sort misfits on outfit or infit

PAFILE= person anchor file

PAIRED= correction for paired comparison data
PANCHQU= anchor persons interactively

PCORFIL= inter-person residual correlations
PDELETE= one-line person deletion list

PDELQU= delete persons interactively

PDFILE= person deletion file

PDROPEXTR= [remove persons with extreme scores
PERSON= title for person labels
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PFILE=

person output file

PIVOT= structure anchoring (backwards compatibility only)
PKMAP= customize Table 36 diagnostic maps

PLFILE= person label file

PMAP= person label for person maps

POFSFIELDS= [field selection for PFILE=

PRCOMP= residual type for principal components/contrast analysis
PSELECT= person selection criterion

PSORT= sort column in person label

PSUBTOTAL= subtotal persons by specified columns
PTBISERIAL= report point-biserial correlations

PVALUE= report item proportion-correct-values or average ratings
PWEIGHT= person (case) weighting

QCMLE= Quasi-Conditional Maximum Likelihood Estimates
QUOTED= quote-marks around labels

RARE= column heading in Tables 1,12, 16

RCONV= score residual at convergence

REALSE= inflate S.E. of measures for misfit

RESCORE= controls response recoding

RESFRM= location of RESCORE=

RFILE= scored response output file

RMSR= report root-mean-square residual in measure tables
ROW1IHEADING [heading in first row of output file

SAFILE= structure anchor file

SAITEM= multiple ISGROUPS= formatin SFILE= & SAFILE=
SANCHQU= anchor structure interactively

SCOREFILE= score-to-measure file

SDELQU= delete structure interactively

SDFILE= structure deletion file

SEPARATOR= [delimiter of input response data fields

SFILE= structure output file

SFUNCTION= [function to model Andrich thresholds with polynomials
SICOMPLETE= [simulate complete data

SIEXTREME= simulate extreme scores = Yes

SIFILE= simulated data file

SIMEASURE= measure or data = Yes

SINUMBER= number of simulated data files = 1

SIRESAMPLE= [number of persons resampled

SISEED= simulated data seed = 0 (clock)

SPFILE= supplemental control file

STBIAS= correct for estimation bias

STEPT3= structure summaryin Table 3.2 or 21

STKEEP= keep non-observed intermediate categories in structure
SUBSETS= perform subset detection
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SVDEPOCHS=

maximum epochs for SVD estimation

SVDFACTORS= [singular-value decomposition factors

SVDFILE= singular-value decomposition file

SVDMIN= singular-value decomposition minimum improvement
SVDTYPE= singular-value decomposition residual type
T1l#= items per#in Table 1

T1P#= persons per #in Table 1

T1WEIGHTED= |weighted items and persons shown once or by weightin Table 1
T2SELECT= selects Table 2 subtables

T450PTIONS= |field choices for Table 45

T7OPTIONS= selects Table 7.1 and 11.1 detail lines

TABLES= output table selection

TARGET= information-weighted estimation

TCCFILE= Test Characteristic Curve (TCC) and Test Information Function (TIF)
TFILE= input file of table numbers to be output

TITLE= title for output listing

TOTALSCORE= |show total observed score and count
TRPOFILE= transposed file

TRPOTYPE= transposed file type

UAMOVE= amount to increase anchor values

UANCHOR= user anchors (backward compatibility only)
UASCALE= anchor user-scale value of 1 logit

UCOUNT= most unexpected responses in Tables 6 and 10.
UDECIMALS= number of decimal places reported
UEXTREME= include extreme scores for UIMEAN= or UPMEAN= = No
UIMEAN= reported user-set mean of item measures
UMEAN= reported user-set mean of item measures
UPMEAN= reported user-set mean of person measures
USCALE= reported user-scaled value for 1 logit
UTF8ENC= file is oris notencoded in UTF-8

UTF8SUB= substitute character for multibyte UTF-8

W300= produce IFILE= and PFILE=in 3.00 format
WEBFONT= font to display using ASCIlI=Webpage
WHEXACT= Wilson-Hilferty exact normalization

WMLE= Warm's Mean Likelihood Estimates

XFILE= analyzed response file

XWIDE= columns perresponse

@FIELD= user-defined field locations

#1#= user-defined replaceable tokens

&INST start of control variables (optional)

&END end of control variables, before item labels

END LABELS end of item labels or names, before data

END NAMES
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2 Control Variables by function

Data file layout:

DATA= name of data file

DELIMITER= delimiter of input response data fields
FORMAT= reformat data

ILFILE= item label file

INUMB= label items by sequence number
ITEM1= column number of first response
ITLEN= maximum length of item label
MFORMS= reformatting input records & multiple forms
NAME 1= first column of person label
NAMLEN= length of person label

NI= number of items

PLFILE= person label file

SEPARATOR= delimiter of input response data fields
XWIDE= columns perresponse

@FIELD= user-defined field locations

Data selection and recoding:

ALPHANUM= alphabetic numbering to exceed 9 with X\WIDE=1
CODES= valid & missing data codes

CUTHI= cut off responses with high expectations
CUTLO= cut off responses with low expectations
EDFILE= edit data file

IREFER= identifying items for recoding

IVALUEX= recoding for items

IWEIGHT= item (variable) weighting

KEYn= scoring key

KEYFROM= location of KEYn=

KEYSCR= reassign scoring keys

MAKEKEY= construct an MCQ scoring key

MISSCORE= scored value of missing data: not your missing-data code
NEWSCORE= recoding values

PWEIGHT= person (case) weighting
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RESCORE=

response recoding

RESFRM=

location of RESCORE=

Items: deleting, anchoring and selecting:

IAFILE= item anchor file

IANCHQU= anchor items interactively
IDELETE= one-line item deletion list
IDELQU= delete items interactively

IDFILE= item deletion file

IDROPEXTR= remove items with extreme scores
ISELECT= item selection criterion

Person: deleting, anchoring and selecting:

PAFILE= person anchor file

PANCHQU= anchor persons interactively
PDELETE= one-line person deletion list
PDELQU= delete persons interactively
PDFILE= person deletion file

PDROPEXTR= remove persons with extreme scores
PSELECT= person selection criterion

Rating scales, partial credit items and polytomous response structures:

GROUPS= assigns items to rating scale or partial credit groupings (same as ISGROUPS=)
GRPFROM= location of ISGROUPS=

ISGROUPS= assigns items to rating scale or partial credit groupings (same as GROUPS=)
MODELS= assigns model types to items

MODFROM= location of MODELS=

STKEEP= keep non-observed categories in structure

Category structure: anchoring, labeling, deleting:

CFILE= scored category label file

CLFILE= codes label file

SAFILE= structure anchor file

SAITEM= multiple ISGROUPS= format in SFILE= & SAFILE=
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SANCHQU=

anchor structure interactively

SDELQU= delete structure interactively
SDFILE= structure deletion file

Measure origin, anchoring and user-scaling:

UAMOVE= amount to increase anchor values

UANCHOR= anchor values in user-scaled units (only for backward compatibility)
UASCALE= anchor user-scaled value for 1 logit

UDECIMALS= number of decimal places reported

UEXTREME= include extreme scores for UIMEAN= or UPMEAN= = No

UIMEAN= reported user-set mean of item measures

UMEAN= reported user-set mean of item measures

UPMEAN= reported user-set mean of person measures

USCALE= reported user-scaled value for 1 logit

Output table selection and format:

ASClI= output only ASCII characters
FORMFD= form-feed character

HEADER= displayor suppress Sub-Table Headings after the first
ITEM= title for item labels

LINELENGTH= length of printed lines

MAXPAGE= maximum number of lines per page
PERSON= title for person labels

TABLES= output table selection

TFILE= input file of table numbers to be output
TITLE= title for output listing

TOTALSCORE= | show total observed score and count
WEBFONT= font to display using ASCIlI=Webpage

Output tables, files and graphs: specific controls

ASYMPTOTE= report estimates of upper and lower asymptotes
BOXSHOW= display border boxes around columns of numbers in tables
BYITEM= show empirical curves for items

CATREF= reference category: Table 2
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CHART=

graphical plots of measures

CMATRIX= category matrixin Table 3.2, etc.

CURVES= probability curve selection: Tables 21, 2
DISCRIM= displayitem discrimination estimates

DISTRT= output category/distractor/option counts

EQFILE= code equivalences

FITHIGH= lower bar in charts

ElTl= item misfit criterion

FITLOW= lower bar in charts

ElTP= person misfit criterion

FRANGE= half-range of fit statistics on plots

HIADJ= correction for top categories

IMAP= item label for item maps

IPEXTREME= placement of extreme scores on maps

ISORT= sort column in item label

ISUBTOTAL= subtotal items by specified columns

LOWADJ= correction for bottom categories

MNSQ= show mean-square or t standardized fit
MATRIX= correlation output format

MRANGE= half-range of measures on plots

MTICK= measure distance between tick-marks on plots in Tables
NAML MP= label length on maps

OSORT= category/option/distractor sorted by score, count or measure
OUTFIT= sort misfits on outfit or infit

PMAP= person label for person maps

PSORT= sortcolumn in person label

PSUBTOTAL= subtotal persons by specified columns
PVALUE= report item proportion-correct-values or average ratings
STEPT3= structure summaryin Table 3 or 21

T1l#= items per#in Table 1

T1P#= persons per #in Table 1

T7OPTIONS= selects Table 7.1 and 11.1 detail lines
TRPOTYPE= transposed file type

UCOUNT= most unexpected responses in Tables 6 and 10.

25




produce IFILE= and PFILE=in 3.00 format

Output file format control:

CSv= comma-separated values in output files
HLINES= heading lines in output files
QUOTED= quote-marks around labels

Estimation, operation and convergence control:

ANCESTIM= Special alternative estimation method for anchored analyses
CONVERGE= select convergence criteria
EXTRSCORE= extreme score adjustment

LCONV= logit change at convergence

LOCAL= locally restandardize fit statistics
MJMLE= maximum number of JMLE iterations
MPROX= maximum number of PROX iterations
MUCON= maximum number of JMLE iterations
NORMAL = normal distribution for standardizing fit
PAIRED= correction for paired comparison data
PTBISERIAL= compute point-biserial correlations
RCONV= score residual at convergence
REALSE= inflate S.E. of measures for misfit
STBIAS= correct for estimation bias

TARGET= information-weighted estimation
WHEXACT= Wilson-Hilferty exact normalization

Program operation:

BATCH= set batch mode

FSHOW= show files created from control file
MAKEKEY= construct an MCQ scoring key
SPFILE= supplemental control file

&END end of control variable list

&INST start of control variable list (ignored)
END LABELS end of item label list
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Secondary (post-hoc) processing

DIF= person label columns for DIF

DPF= item label columns for DPF

G0ZONE= percent of O's within 0-zone among which all 1's are turned to 0's
G1ZONE= percent of 1's within 1-zone among which all O's are turned to 1's
PRCOMP= residual type for principal components/contrast analysis
SICOMPLETE= simulate complete data

SIEXTREME= simulate extreme scores = Yes

SINUMBER= number of simulated data files =1

SVDDEPTH= singular-value decomposition levels

SVDMAX= singular-value decomposition maximum change

SVDTYPE= singular-value decomposition residual type

For the Output File control variables, please see Output Files Index

3

Input Files Index

These can be accessed from the Edit Menu. They are specified in your Control File or at Extra Specifications.

CFILE= scored category label file

CLFILE= codes label file

DATA= name of data file

DIF= person label columns for DIF

DPF= item label columns for DPF

EDFILE= edit data file

EQFILE= code equivalences

GROUPS= assigns items to rating scale or partial credit groupings (same as ISGROUPS=)
IAFILE= item anchor file

ICOLORFILE= |[colors foritem labels in PKMAPs

IDFILE= item deletion file

ILFILE= item label file

IPRFILE= change codes for blocks of persons and items
IREFER= identifying items for recoding

ISRANGE= categoryrange of a rating scale

ISUBTOTAL= subtotal items by specified columns
IWEIGHT= item (variable) weighting

MFORMS= reformatting input records & multiple forms
MODELS= assigns model types to items

PAFILE= person anchor file

PDFILE= person deletion file

PIVOT= structure anchoring (backwards compatibility only)
PLFILE= person label file
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PSUBTOTAL= [subtotal persons by specified columns
PWEIGHT= person (case) weighting

RESCORE= controls response recoding

SAFILE= structure-threshold anchor file
SDFILE= structure deletion file

SPFILE= supplemental control file

TFILE= input file of table numbers to be output

4

Output Tables | Output Files Batch Help  Specification  Plots  Excel/RS55T

Output Tables Index

Click on the Table name to go to the Table description:

Request Subtables
3.2+ Rating (partial credit) scale
2. Measure forms (all)

10. TAP (column): fit order
13. TAP: measure

14, TAP: entry

15. TAP: alphabetical

25. TAP: displacement

26. TAP: correlation

11. TAP: responses

9. TAP: outfit plot

8. TAP: infit plot

12. TAP: Wright map

23, TAP: dimensicnality
27. TAP: subtotals

30. TAP: DIF, between/within

1. Variable (Wright) maps
2.2 General Keyform

2.5 Category Averages
3.1 Surmnmary statistics

B. KID {row]: fit order
17, KID: measure

18, KID: entry

19. KID: alphabetical
42, KID: displacement
43. KID: correlation

7. KID: responses

5. KID: cutfit plot

4, KID: infit plot

16. KID: Wright map
24, KID: dimensionality
28. KID: subtotals

31. EID: DPF, between,/within

Graphs Data Setup
20. KID Score table

21. Probability curves
29. Empirical curves

22, Scalograms

40. KID Keyforms: fit order

37. KID Keyforms: measure
38, KID Keyforms: entry

39. KID Keyforms: alphabetical
41. KID Keyforms: unexpected
36. KID diagnostic PKMAPs
35. KID Paired Agreement

45, KID Incremental Measures
44, Global fit statistics

34. Cormnparison of two statistics
32. Control variable list

20.3 TAP Score table

33. KID-TAP: DGF: DIF & DPF

Table

Description
Maps of person and item measures. Show Rasch measures.
1.0 One page map with item and person labels.
1.1 Map of distributions - persons and items
1.2 Item labels with person distribution (squeezed onto one page)
1.3 Person labels with item distribution (squeezed onto one page)
1.4 (Polytomies) Rating scale or partial credit map of distributions: persons with items at high, mean, low

—

.10 One page map with person names by measure, item names by easiness.
1.11 Map of distributions - persons by ability and items by easiness
12 Map of item labels, by easiness, with person distribution

1.13 Map of person labels with item distribution by easiness

1.5 (Polytomies) ltem map with expected score zones (Rasch-half-point thresholds)
1.6 (Polytomies) ltem map with 50% cumulative probabilities (Rasch-Thurstone thresholds)
1.7 (Polytomies) ltem map with Andrich thresholds (modal categories if ordered)
1.8 (Polytomies) ltem map with measures at category scores (maximum probability of categories)
1.9 (Polytomies) ltem map of average person measure for each category score
2

—

Measures and responses plots. Response categories for each item, listed in measure order, plotted against
person measures, shown as modal categories, expected values and cumulative probabilities.
Table 2 for dichotomous and multiple-choice items.
Table 2 for polytomous, rating-scale, partial credit, items.

28




By scored categories (illustrated by an ob served category code for each score)

2.1 Modal categories (most probable)

2.2 Mean categories (average or expected: Rasch-half-point thresholds)

2.3 (Polytomies) Median categories (cumulative probabilities: Rasch-Thurstone thresholds)

2.4 (Polytomies) Structure calibrations (Rasch model parameters: rating scale, partial credit, "restricted",
"unrestricted": Rasch-Andrich thresholds)

5 Observed average measures of persons for scored categories (empirical averages)

2.
2.7 Expected average measures of persons
By observed categories

2.6 Observed average measures of persons (empirical averages)

By category scores

2.11 Modal categories (most probable)

2.12 Mean categories (average or expected: Rasch-half-point thresholds)

2.13 (Polytomies) Median categories (cumulative probabilities: Rasch-Thurstone thresholds)

2.14 (Polytomies) Structure calibrations (Rasch model parameters: rating scale, partial credit, "restricted",
"unrestricted")

2.15 Observed average measures of persons for scored categories (empirical averages)

2.16 Observed average measures of persons for observed categories (empirical averages)

2.17 Expected average measures of persons

3 |Summary statistics. Person, item, and category measures and fit statistics.
3.1 Summaries of person and items: means, S.D.s, separation, reliability.
3.2 Summary of rating categories and probability curves. (STEPT3=Yes)
3.3-... Summary of rating categories and probability curves with ISGROUPS= (STEPT3=Yes)
4 |Person infit plot. Person infit statistics plotted against person measures.
4.1 Person infit vs. person measure plot.
5 |Person outfit plot. Person oulffit statistics plotted against person measures.
5.1 Person oulffit vs. person measure plot.
5.2 Person infit vs. person ouffit plot.
6 Person statistics - fit order. Misfitting person list. Scalogram of unexpected responses.
6.1 Table of person measures in descending order of misfit. (Specify EITP=0 to list all persons)
6.2 Chart of person measures, infit mean-squares and outfit mean-squares. (Chart=Yes)
6.4 Scalogram of most misfitting person response strings.
6.5 Scalogram of most unexpected responses.
6.6 Most unexpected responses list.
7 | Misfitting Persons. Lists response details for persons with t standardized fit greater than EITP=.
7.1 Response strings for most misfitting persons.
8 Item infit plot. Item infit plotted againstitem calibrations.
8.1 Item infit vs. item measure plot.
9 |Item outfit plot. ltem ouftfits plotted againstitem calibrations.
9.1 ltem outfit vs. item measure plot.
9.2 Item infit vs. item oulffit plot
10 [lItem statistics - fit order. Misfitting item list with option counts. Scalogram of unexpected responses.
10.1 Table of item measures in descending order of misfit. (Specify EITI=0 to list all persons)
10.2 Chart ofitem measures, infit mean-squares and outfit mean-squares. (Chart=Yes)
10.3 ltem response-structure categories/options/distractors: counts and average abilities. (Distractors=Yes)
10.4 Scalogram of most misfitting item response strings.
10.5 Scalogram of most unexpected responses.
10.6 Most unexpected responses list.
11 | Misfitting Items. Response details for items with t standardized fit greater than EITl=.
11.1 Response strings for most misfitting items.
12 |ltem distribution map with full labels for items and an person distribution.

12.2 ltem labels with person distribution (same as 1.2)
12.5 (Polytomies) Item map with expected score zones (Rasch-half-point thresholds) (same as 1.5)
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12.6 (Polytomies) ltem map with 50% cumulative probabilities (Rasch-Thurstone thresholds) (same as
1.6)

12.7 (Polytomies) ltem map with Andrich thresholds (modal categories if ordered) (same as 1.7)

12.8 (Polytomies) ltem map with measures at category scores (maximum probability of categories)
(same as 1.8)

12.9 (Polytomies) ltem map of average person measure for each category score (same as 1.9)

12.12 ltem labels, by easiness, with person distribution (same as 1.12)

13

Iltem statistics - measure order list and graph with category/option/distractor counts.
13.1 Table of items in descending measure order.
13.2 Chart ofitem measures, infit mean-squares and outfit mean-squares. (Chart=Yes)
13.3 ltem response-structure categories/options/distractors: counts and average abilities. (Distractors=Yes)

14

Item statistics - entry order list and graph with category/option/distractor counts.
14.1 Table of items in entrynumber (sequence) order.
14.2 Chart of item measures, infit mean-squares and outfit mean-squares. (Chart=Yes)
14.3 Item response-structure categories/options/distractors: counts and average abilities. (Distractors=Yes)

15

Item statistics - alphabetical order list and graph with category/option/distractor counts.
15.1 Table of item measures in alphabetical order by label. (Specify ISORT= for sort column)
15.2 Chart of item measures, infit mean-squares and outfit mean-squares. (Chart=Yes)
15.3 ltem response-structure categories/options/distractors: counts and average abilities. (Distractors=Yes)

16

Person distribution map with full labels for persons and an item distribution.
16.3 Person labels with item distribution (same as 1.3)
16.13 Person labels with item distribution by easiness (same as 1.13)

17

Person statistics - measure order list and chart.
17.1 Table of persons in descending measure order.
17.2 Chart of person measures, infit mean-squares and outfit mean-squares. (Chart=Yes)

18

Person statistics - entry order list and chart.
18.1 Table of persons in entry number (sequence) order.
18.2 Chart of person measures, infit mean-squares and outfit mean-squares. (Chart=Yes)

19

Person statistics - alphabetical order list and chart.
19.1 Table of person measures in alphabetical order by label. (Specify PSORT= for sort column)
19.2 Chart of person measures, infit mean-squares and outfit mean-squares. (Chart=Yes)

20

Measures for all scores on a test of all calibrated items, with percentiles.
20.1 Table of person measures for every score on complete test. (Specify ISELECT= for subtests).
20.2 Table of measures for every score, with sample percentiles and norm-referenced measures.
20.3 Table of item difficulty measures (calibrations) for every score (proportion-correct-values or average
ratings) by complete sample.

21

Category probability curves. Category probabilities plotted against the difference between person and item
measures, then the expected score and cumulative probability and expected score ogives. See also
Graphs menu
21.1 Category probability curves (shows Rasch-Andrich thresholds). CURVES=1xx
21.2 Expected score ogive (model ltem Characteristic Curve, model Item Response Function). CURVES=x1x
21.3 Cumulative category probability curves (shows Rasch-Thurstone thresholds). CURVES=xx1

22

Sorted observations. Data sorted by person and item measures into scalogram patterns.
22.1 Guttman scalogram of sorted scored responses.
22.2 Guttman scalogram showing out-of-place responses.
22.3 Guttman scalogram showing original responses.

23

Iltem principal components/contrasts. Identifies structure and dimensionalityin response residuals (BIGSTEPS
Table: 10.3)
23.0 Scree plot of variance components
23.1.23.11. ... Plot of loadings on first contrast in residuals vs. item measures.
23.2,23.12. ... Items in contrastloading order.
23.3.23.13. ... Persons exhibiting contrast.
23.4,.23.14. ... ltems in measure order.
23.5.23.15. ... ltems in entry order.
23.6,23.16. ... Person measures for item clusters. Matching scatterplot.
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23.99 Tables of items with highly correlated residuals.

24

Person principal components/contrasts. Identifies structure in residuals (notin BIGSTEPS)
24.0 Scree plot of variance components.
241,24 .11.... Plot of loadings on first contrastin residuals vs. person measures.
24.2,24.12.... Persons in contrast loading order.
24.3.24.13.... Items exhibiting contrast.
24.4,24.14. ... Persons in measure order.
24.5,24.15.... Persons in entry order.
24.99 Tables of persons with highly correlated residuals.

25

ltem statistics - displacement order list and graph with category/option/distractor counts.
25.1 Table of items in descending displacement order.
25.2 Chart of item measures, infit mean-squares and outfit mean-squares. (Chart=Yes)
25.3 ltem response-structure categories/options/distractors: counts and average abilities. (Distractors=Yes)

26

Iltem statistics - correlation order list and graph with category/option/distractor counts.
26.1 Table of items in ascending correlation order (Point-biserial, if PTBIS=Yes, else Point-measure).
26.2 Chart ofitem measures, infit mean-squares and outfit mean-squares. (Chart=Yes)
26.3 ltem response-structure categories/options/distractors: counts and average abilities. (Distractors=Yes)

27

Iltem subtotals.
27.1 Measure sub-totals, controlled by ISUBTOT=
27.2 Measure sub-totals bar charts, controlled by ISUBTOT=
27.3.... Measure sub-totals summary statistics, controlled by ISUBTOT=

28

Person subtotals.
28.1 Measure sub-totals, controlled by PSUBTOT=
28.2 Measure sub-totals bar charts, controlled by PSUBTOT=
28.3.... Measure sub-totals summary statistics, controlled by PSUBTOT=

29

Empirical item character curves and response frequency plots.
29.1.... Expected and Empirical ICCs (see also Graph Menu)
Empirical category code frequencies

30

Differential Item Function across Person classifications
30.1 DIF report (paired), controlled by DIF=
30.2 DIF report (measure list: person class within item)
30.3 DIF report (measure list: item within person class)
30.4 DIF report (item-by-person class chi-squares, between-class fit)
30.5 Within-class fit report (person class within item)
30.6 Within-class fit (report item within person class)
30.7 ltem measure profiles for classes of persons

31

Differential Person Function across Item classifications
31.1 DPF report (paired), controlled by DPF=
31.2 DPF report (measure list: item class within person)
31.3 DPF report (measure list: person within item class)
31.4 DPF report (person byitem-class chi-squares, between-class fit)
31.5 Within-class fit report (item class within person)
31.6 Within-class fit report person class within item)
31.7 Person measure profiles for classes of items

32

Control Variable Listing of the current settings of all Winsteps control variables - appears on the Output Files pull-
down menu.

33

Differential Group Function: ltem Class vs. Person Class interaction/bias
33.1 DGF report (paired person classes on each item class), controlled by DIF= and DPF=
33.2 DGF report (paired item classes on each person class)
33.3 DGF report (list of person classes within item class)
33.4 DPF report (list of item classes within person class)
33.7 ltem group-Person group profiles
33.8 ltem group-Person group profiles

34

File Comparison (Plot menu)
34.1 Column comparison of two statistics (and Excel scatterplot)
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35

Paired Comparison of Person Response Strings
35.1,.35.11.... % Same (paired student) observed responses
35.2,35.12.... % Same (paired student) scored responses
35.3,.35.13.... % Same (paired student) observed highest (right) responses
)
)

35.4,35.14.... % Same (paired student) observed lowest (wrong) responses
35.5,35.15.... % Same (paired student) missing responses

36 |Person PKMAP Plots
36.1.... PKMAPS of persons
37 |Person KeyForms - Measure order.
37.1-... Keyforms of responses of persons.
38 |KeyForms of Persons - Entry order.
38.1-... Keyforms of responses of persons.
39 |KeyForms of Persons - Alphabetical order.
39.1-... Keyforms of responses of persons.
40 |KeyForms of Persons - Misfit order.
40.1-... Keyforms of responses of persons.
41 |KeyForms of Persons - Misfit order - only Unexpected Responses.
41.1-... Keyforms of unexpected responses.
42 |Person statistics - displacement order list and chart.
42.1 Table of persons in descending displacement order.
42.2 Chart of person measures, infit mean-squares and outfit mean-squares. (Chart=Yes)
43 |Person statistics - Correlation order list and chart.
43.1 Table of persons in ascending correlation order (Point-biserial, if PTBIS=Yes, else Point-measure).
43.2 Chart of person measures, infit mean-squares and outfit mean-squares. (Chart=Yes)
44 | Global statistics
44.1 Table of global counts and fit statistics
45 |Table 45
45.1 Person measures after each item
0 |Control Variables and Convergence report. Lists the control variables and shows estimation convergence. (Only

appears at end of Output Report File).
0.1 Title page and Analysis identification
0.2 Convergence table
0.3 Control file
0.4 Subset details
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5 Output Files Index

Click on the Table name to go to the Table description:
Output Files | Batch Help Specification Plots  Exc

These can be accessed from the Output Files pull-down menu. Once created, they can be accessed from the Edit Menu.
The output files specified in the control file can be displayed immediately they are created with ESHOW=Yes.

I Control variable list=

KID Agreement File AGREEFILE=
Category/Option/Distractor File DISFILE=
i Expected scores on items file EFILE=
Graphics File GRFILE=
Guttmanized File GUTTMAN=
ALCT 5 Comelation File [CORFILE=
ACT File IFILE=
Matrix File IPMATRIE=
ltem-Structure File ISFILE=
Report Output File OFILE=
KID 5 Comelation File PCORFILE=
KID File PFILE=
Response File RFILE=
Score File SCFILE=
| Structure-Threshold File SFILE=
; Simulated Data File SIFILE=
! SVD File SVDFILE=
; TCLC + TIF File TCCFILE=
Transposed Data File TRPOFILE=
Observation File XFILE=

ConstructMap ltem and Student files
Facets Specification and Data files

Output files

Control variable file [control variable listing (same as Table 32)
AGREEFILE= paired-person agreement counts

DISFILE= category/distractor/response option count file
EFILE= expected scores on the items

GRFILE= graphing file for probability curves

GUFILE= Guttmanized file of responses

ICORFILE= inter-item residual correlations

IFILE= item output file

IPMATRIX= response matrix - only from Output Files menu
ISFILE= item-structure output file (Do not use for anchoring)
MFORMS= shows inputresponses as reformatted by MFORMS=
OFILE= change report output file

PCORFIL= inter-person residual correlations

PFILE= person output file

RFILE= scored response output file

SCOREFILE= score-to-measure file

SFILE= structure-threshold output file (Use for anchoring)
SIFILE= simulated data file
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SVDFILE=

singular-value decomposition file

TCCFILE= Test Characteristic Curve and Test Information Function

TRPOFILE= transposed file

XFILE= analyzed response file

ConstructMap ConstructMap (formerly GradeMap) files - only from Output Files menu
Facets create Facets Specification and Data files - only from Output Files menu
KEYFORM= Keyform skeleton for Excel plot - see Plots menu

LOGFILE= accumulates control files - onlyin the Control file

6 Output Graphs and Plots Index

Graphs | Data Setup
Category Probability Curves
Expected Score I(CC
Cumulatrve Probabilities
Itern Infarmation Function
Categary Information
Conditional Probability Curves
Thurstone Probability Curves
Itern Empirical Randeminess
Test Characteristic Curve
Test Information Function
Test Ernpirical Randormness
Multiple ICCs

‘v | Display by item

. Display by scale group

Display graphs to nght of window

Mon-Uniferm DIF ICCs

Person-ltem Measure Bar Chart
Person-ttem Half-Paoint Threshalds
Person-Hem Rasch-Thurstane Threshalds
Person-ltem Rasch-Andrich Thresholds
Person-ltem l:al!egnr:,.' P‘rubuhllit:f Peaks

Person-Test Measures for Scores

Graphs - from the Graphs pull-down menu

Categoryinformation function
Conditional probability curves
Cumulative probabilities
Empirical category curves
Empirical ICC (Item Characteristic Curve)
Empirical randomness
Expected score ICC

Item information function
Multiple item ICCs
Non-uniform DIF ICCs

Points and lines

Probability category curves
Test characteristic curve
Test information function
Testrandomness
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Person-item Histogram

Plots ExcelS-S-S Graphs Data Setyy
@  Plotting problems?
Compare statistics: Scatterplot
T Bubble chart (Pathway)
KeyForm Piot - Horizontal
KeyForm Piot - Vertical
8 piot 30. TAP: DIF
Piot 31. KID: DPF
Piot 33. KID-TAF: DGF: DIF & DPF

U=

Plots - from the Plots pull-down menu
Compare statistics generates an Excel-based cross-plot of the values in Table 34.
Bubble chart generates a Bond & Fox-style bubble chart.
Keyform plot - Horizontal generates a horizontal Keyform layout.
Keyform plot - Vertical generates a vertical Keyform layout.
DIF plot - the DIF values in Table 30.
DPF plot - the DPF values in Table 31.
DIF+DPF plot - the DIF+DPF values in Table 33.
Person measures after items plotin Table 45

7 Introduction
71 Rasch analysis and WINSTEPS

Winsteps is Windows-based software which assists with many applications of the Rasch model, particularly in the areas
of educational testing, attitude surveys and rating scale analysis. There is more information at: www.winsteps.com

Winsteps started from "Rating Scale Analysis" (Wright & Masters, 1982), available by free download at
www.rasch.org (green book).

Rasch analysis is a method for obtaining objective, fundamental, additive measures (qualified by standard errors and
quality-control fit statistics ) from stochastic observations of ordered category responses. Georg Rasch, a Danish
mathematician, formulated this approach in 1953 to analyze responses to a series of reading tests (Rasch G, Probabilistic
Models for Some Intelligence and Attainment Tests, Chicago: MESAPress, 1992, with instructive Foreword and Afterword
by B.D. Wright). Rasch is pronounced like the English word rash in Danish, and like the English sound raa-sch in German.
The German pronunciation, raa-sch, is used to avoid misunderstandings.

The person and item total raw scores are used to estimate additive measures. Under Rasch model conditions, these
measures are item-free (item-distribution-free) and person-free (person-distribution-free). So that the measures are
statistically equivalent for the items regardless of which persons (from the same population) are analyzed, and for the
items regardless of which items (from the same population) are analyzed. Analysis of the data at the response-level
indicates to what extent these ideals are realized within any particular data set. Rasch analysis is "conjoint measurement".
The person abilities and item difficulties are measured on the same scale. If you add something to the item difficulties then
you add the same amount to the person abilities (thetas) in order to keep the relationship between the person and items
the same.

The Rasch models implemented in Winsteps include the Georg Rasch dichotomous, Andrich "rating scale", Masters
"partial credit", Bradley-Terry "paired comparison", Glas "success model", Linacre "failure model" and most combinations
of these models. Other models such as binomial trials and Poisson can also be analyzed by anchoring (fixing) the
response structure to accord with the response model. (If you have a particular need, please let us know as Winsteps is
continually being enhanced.)

The estimation method is JMLE, "Joint Maximum Likelihood Estimation”, with initial starting values provided by PROX,
"Normal Approximation Algorithm".

The Rasch Family of Models

35


http://www.winsteps.com/
http://www.rasch.org

The necessary and sufficient transformation of ordered qualitative observations into additive measures is a Rasch model.
Rasch models are logit-linear models, which can also be expressed as log-linear models. Typical Rasch models
operationalized with Winsteps are:

The dichotomous model:
loge(Pni1 /Pni0 ) = Bn - Di

The polytomous "Rating Scale" model:
log(Pnij/ Pni(j-1) ) = Bn - Di - Fj

The polytomous "Partial Credit" model:
log(Pnij/ Pni(j-1) ) = Bn - Di - Fij = Bn - Dij

The polytomous "Grouped response-structure” model:
log(Pnij/ Pni(j-1) ) = Bn - Dig - Fgj

where

Pnij is the probability that person n encountering item i is observed in categoryj,

Bn is the "ability" (theta) measure of person n,

Di is the "difficulty" (delta) measure of item i, the point where the highest and lowest categories of the item are equally
probable.

Fjis the "calibration" measure of category j relative to categoryj-1, the point where categories j-1 and j are equally probable
relative to the measure of the item. No constraints are placed on the possible values of Fj.

Also models with the form of "Continuation Ratio" models, such as the "Success" model and the "Failure" model.

For methods of estimation, see RSA, pp. 72-77.

Work-flow with Winsteps

Control + Data file or Control file and Data file(s)

!

User-interaction — Winsteps «— Anchor Files

l
Report Output File + Output Tables + Graphs + Output Files

l

Word Processor, Spreadsheet, Statistical Package

!

Actions

Winsteps is designed to construct Rasch measurement from the responses of a set of persons to a set ofitems.
Responses may be recorded as letters or integers and each recorded response may be of one or two characters.
Alphanumeric characters, not designated as legitimate responses, are treated as missing data. This causes these
observations, but not the corresponding persons or items, to be omitted from the analysis. The responses to an item may
be dichotomous ("right"/"wrong", "yes"/"no"), or may be on a rating scale ("good"/ "better"/"best",
"disagree"/"neutral"/"agree"), or may have "partial credit" or other hierarchical structures. The items may all be grouped
together as sharing the one response structure, or may be sub-groups of one or more items which share the same
response structure.

Winsteps begins with a central estimate for each person measure, item calibration and response-structure calibration,
unless pre-determined, "anchor” values are provided by the analyst. An iterative version of the PROX algorithm is used
reach a rough convergence to the observed data pattern. The JMLE method is then iterated to obtain more exact estimates,
standard errors and fit statistics.
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Output consists of a variety of useful plots, graphs and tables suitable for importinto written reports. The statistics can also
be written to data files for import into other software. Measures are reported in Logits (log-odds units) unless user-
rescaled. Fit statistics are reported as mean-square residuals, which have approximate chi-square distributions. These
are also reported t standardized, N(0,1).

7.2 References

Please cite the current Winsteps computer program as:

Linacre, J. M. (2020). Winsteps® Rasch measurement computer program. Beaverton, Oregon: Winsteps.com

For this User's Guide, the citation is:

Linacre, J. M. (2020). Winsteps® Rasch measurement computer program User's Guide. Beaverton, Oregon: Winsteps.com

APA Style:
Linacre, J.M. (2020). Winsteps® (Version 4.5.2) [Computer Software]. Beaverton, Oregon: Winsteps.com. Retrieved January
1,2020. Available from hitps ://www.winsteps.com/

For a webpage in Winsteps Help:
Linacre, J. M. (2020, April) Web page title, Retrieved from www.winsteps.com/winman/webpage.htm

RSAmeans Wright B.D. & Masters G.N. Rating Scale Analysis, Chicago: MESA Press, 1982, especially p. 100:

www.rasch.org/books .htm
BTD means Wright B.D. & Stone M.H. Best Test Design, Chicago: MESA Press, 1979: www.rasch.org/books.htm

Other recommended sources:

Rasch Measurement Transactions: www.rasch.org/rmt/

Journal of Applied Measurement: www.jampress.org

"Applying the Rasch Model: Fundamental Measurement in the Human Sciences", by Trevor G. Bond & Christine M. Fox,
2001. Mahwah NJ: Lawrence Erlbaum Assoc. 0-8058-3476-1. Authors' website. Using Winsteps: Bond & Fox
examples

"Introduction to Rasch Measurement”, Everett V. Smith, Jr. & Richard M. Smith (Eds.) JAM Press, 2004 www.jampress.org

Rasch, G. (1960). Probabilistic Models for Some Intelligence and Attainment Tests (Reprint, with Foreword and Afterword
by B. D. Wright, Chicago: University of Chicago Press, 1980). Copenhagen, Denmark: Danmarks Paedogogiske
Institut. www.rasch.org/books.htm

Some Rasch papers available online:
For quick access to online papers, Google "+Winsteps +Rasch +Linacre filetype:pdf" - as of November 2009, this produced
2,290 hits.

https :/www.s cience.gov/topicpages/m/many-facet+trasch+model.htmI#

https ://worldwidescience.org/topicpages/m/many-faceted+rasch+model.htmi#

www.uky.edu/~kdbrad2/Rasch_Symposium.pdf Constructing and Evaluating Measures: Applications of the Rasch
Measurement Model

pareonline.net/pdf/iv10n4.pdf Test Equating by Common Items and Common Subjects: Concepts and Applications

www jalt.org/pansig/2005/HTML/Weaver.htm How entrance examination scores can inform more than just admission
decisions (skip the short section in Japanese).

Other Winsteps references (please submit yours if you want it listed here):

Peeters M.J., Stone G.E. (2009). An instrument to objectively measure pharmacist professionalism as an outcome:
a pilot study. Canadian Journal of Hospital Pharmacy, 62(3), 209-16.
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7.3 About the Program Manual and Software
You don't need to know about every Winsteps option in order to use the program successfully. Glance through the
examples and find one similar to yours. Adapt the example to match your requirements. Then "fine tune" your analysis as
you become familiar with further options.
Most of this Guide is in proportionately-spaced type.
When it is important to be precise about blanks or
spaces, or about
column alignment,
fixed-space type is used.
When it is important to show everything that appears on a long line, small type is used.

Suggestions that we have found helpful are shown like this in italics.

Authors: please cite the current Winsteps computer program as shown in References.

Winsteps software is written in Absoft Pro Fortran and Microsoft Visual Basic 6.0. The software installer is constructed by
Setup Factory. Help files and PDFs are written using Help & Manual.

We acknowledge the kind permission granted by Chris Hanscom of Veign for the use of their Jeweled Style Command
Button.

This productincludes software developed by vbAccelerator (hitp://vbaccelerator.com/).

Thank you to the many Winsteps users who have reported bugs and sent us suggestions forimprovements. Please keep
up the good work!

An Ode from a user:
Winsteps

This is a program that's much alive,
With scores and maps, and curves Ogive,
Persons and items to separate,
Giving results that do relate.

Although we love what Winsteps does,
Some problems make us Yelp!
But if we give John Michael a buzz,
He is always there to help!

Jim Houston, Nov. 30, 2001

74 Getting further help

Common installation problems are solved at: www.winsteps.com/problems.htm

Winsteps is a powerful weapon in the struggle to wrest meaning from the chaos of empirical data. As you become skilled
in using Winsteps, you will find that it helps you to conceptualize what you are measuring, and to diagnose measurement
aberrations. The Special Topics section of this User's Guide contains a wealth of information and adyvice.

Rasch Measurement Transactions, contains instructive articles on the fundamentals of Rasch analysis as well as the
latestideas in theory and practice. There are other useful books and journals, including: Journal of Applied Measurement,
Trevor Bond & Christine Fox: "Applying the Rasch Model", Lawrence Erlbaum Assoc.
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You may also find that you can use a more personal word of advice on occasion. The author of Winsteps, Mike Linacre, is
happy to answer e-mailed questions to do with the operation of Winsteps or the nature of Rasch analysis. More prolonged
consultations can also be arranged.

8 Installation and Execution
8.1 What is supplied

Winsteps is supplied in several forms:

1) |Ministeplnstall.exe To install Ministep, the student/evaluation version with maximum dataset size of
75 persons (rows) by 25 items (columns). This is freeware.

2) [WinstepsTimeLimitedinstall.exe |To install Winsteps. This full version of Winsteps expires in a few weeks. Itis used

for training.

3) [WinstepsPasswordInstall.exe To install Winsteps with password-protected installation. This is the full licensed
version.

4) |Bond&FoxStepsinstall.exe To install Bond&FoxSteps, the reduced-capability version for use with "Applying

the Rasch Model" (Bond & Fox, 2015).

These create directory, C:\Winsteps, and install Winsteps or Ministep in it.

Sample control and data (.TXT) files are also installed in c:\Winsteps\EXAMPLES to help you get started:
KCT.TXT is the Knox Cube Testdata (BTD p.31 - see Section 1.1) The results in BTD were obtained with more
approximate algorithms and do not agree exactly with Winsteps results.
SF.TXT is the Liking For Science data (RSA p.18)
There are many more EXAMPLE files described later in this manual.

8.2 Installation instructions for WINSTEPS

Under Windows XP/98/NT/ME/2000/...:
Run Winstepsinstall.exe from the downloaded file or from the CD-ROM.

If program hangs during "Constructing Winsteps.ini ..." then see Initialization Fails

To Run Winsteps:
Click on Start button (or use desktop Winsteps icon)
Pointto Programs
Point to Winsteps
Click on Winsteps icon
Click No to Welcome dialog box
Type SE.TXT
Press Enter key
Press Enter key
Press Enter key

Winsteps will run. Examine its output with the pull-down menus, particularly Output Tables

Additional Notes:

a) Winsteps is usuallyinstalled in the C:\\Winsteps directory.

b) When Winsteps ends, pull down the "Edit" menu to edit control and output files.
c) All information on the screen is also in the Report output file.

d) Files in the C\TEMP directory and with the suffix. TMP may be deleted.

Macintosh Computer: Winsteps users report successful operation under Fusion, Virtual PC and Soft PC.
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8.3 Silent Installation of Winsteps from the Command Line

1. Download WinstepsPasswordInstall(version number).exe
or Ministeplnstall.exe

Example: WinstepsPasswordInstall371.exe

2. Obtain your installation password.

3. Installing in folder c:\Winsteps

In the folder which contains WinstepsPasswordInstall(version number).exe
Ata DOS promptor in a batch file, type in:

WinstepsPasswordInstall(version number).exe /serial:"Installation Password"

Example: WinstepsPasswordInstall371.exe /serial:"abcd1234"

Press enter atthe DOS prompt, or save and launch the batch file.
Winsteps or Ministep should install

or 3. Installing in a different folder:

Silent Install of Winsteps

1. Download WinstepsPasswordInstallxx.exe to your work folder
2. Inyour work folder, create text file: setupvars.ini
3. The contents of setupvars.ini are:
[SetupValues]
%AppFolder%=C:\Winsteps (or your target folder)
%AppShortcutFolderName %=Winsteps
4.

5. In your work folder, create text file: install.bat

6. The contents of install.bat are:
WinstepsPasswordinstallxxx.exe "/S:c:\(work folder path)\setupvars.ini" /serial:"123456789" « your installation
password goes here

Example:

My installation password is: my%password

WinstepsPasswordInstall3902.exe "/S:c:\myworkfolder\setupvars.ini" /serial:"my% %password"
Notice that % has become%%

7. Toinstall Winsteps silently, double-click on install.batin the Explorer view of your work folder.
8. View c:\Winsteps (or your target folder) to verify that Winsteps.exe has installed correctly

9. Back up these files in your work folder, then delete them: WinstepsPasswordInstallxx.exe, setupvars.ini, install.bat

Silent Install of Ministep

N

Download Ministep.exe to your work folder

2. Inyour work folder, create text file: setupvars.ini
3. The contents of setupvars.ini are:
[SetupValues]
%AppFolder%=C:\Winsteps (or your target folder)
%AppShortcutFolderName %=Winsteps
4. In your work folder, create text file: install.bat

5. The contents of install.bat are:
Ministeplnstall.exe "/S:c:\(full path name)\setupvars.ini"
6. Toinstall Ministep silently, double-click on install.batin the Explorer view of your work folder.
View c:\Winsteps (or your target folder) to verify that Ministep.exe has installed correctly
8. Back up these files in your work folder, then delete them: Ministep.exe, setupvars.ini, install.bat

N
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8.4 Starting WINSTEPS in Windows

Atypical analysis requires two components: control information and data. These can be in separate computer files or can
be combined in one file. The results of the analysis are written to output files.

To launch your Winsteps analysis, here are several methods:

1) Double-click the Winsteps Icon on the Desktop. Winsteps launches. File menu: Open File.
To change the Winsteps starting folder,
right-click on the icon
highlight and click on properties
click the shortcut tab
change the "Start in" path to the path to the desired folder.

or 2) Click on Start button
Point to Programs
Point to Winsteps
Click on Winsteps icon

or 3) Drag your control file onto your Winsteps icon.

B

control, tet Winsteps

or 4) Add Winsteps to the Windows Sendto menu, and right-click on your control file.
To add Winsteps to Sendto:
1. Open an Explorer window. Enter the following into the address bar and press the Enter key:
shell:sendto
2. Copy the desktop shortcuts for Winsteps into the Send To folder.
3. To run an analysis, right click on the control file to open the Send To menu, select Winsteps.

If program hangs during "Constructing Winsteps.ini ..." then see Initialization Fails

Winsteps Welcome EI
Welcome to Winsteps!
Would you like help setting up your analysis?
Import from
Control + Text-File
Data Setup Excel, R, SAS, Instructions Iz AR
p SPSS, STATA,
rocedure

Tabbed Text ™ Don't ask again

Welcome to Winsteps!

Control + Data Setup Procedure: If you need help to set up a new control file, click this and go to control and data file set-
up.

Import from Excel, R, SAS, SPSS, STATA, Tabbed Text: takes you to the Excel/RSSST dialog

Text-File Instructions: takes you to the do-it-yourself instructions
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No: Winsteps asks you for the names of your input and report output files. There are example files alreadyin the

Winsteps\examples directory.

Don't ask again: makes "No" the standard option here. You can reset this using Edit Initial Settings

Help displays this page.

To select your control file:

Winsteps asks: Please enter name of Winsteps control file:

(a) You can type itin ...

Please enter name of Winsteps control file: KCT.TXT(Enter)

or (b) Click on the Files pull-down menu, "Open File", to get a file dialog box.

Shart anothes WINSTEPS AlteA
E@t CileQ)
Ewrech terating CirisF
Entes

dave Cirs
Save As..

Frnrt CtbfP
Excel=C:\Frogram Files\Microzoft OMfice’Difics\EXCEL EXE
CAWINSTEPS kot ixt

CAWINSTERS eacarnplal. bd

or (c) Click-on a file name from the bottom of the Files menu list.

or (d) Press your Enter key

This displays a standard Windows open dialog box- tryit.
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You can also editfiles directly from the file dialog box by right-clicking on them and selecting "Edit".

Example Analysis:
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Control file name? (e.g., kct.txt). Press Enter for Dialog Box: ExampleO.txt(Enter)

Please enter name of report output file: (Enter)
If you only press Enter, a temporary output file will be used.
If you type in a file name, that file will be created and used.
If you want the file dialog box, use 'Open File' on the Eile pull-down menu.

Extra specifications (if any). Press Enter to analyze):? (e.g., MUMLE=1), or press Enter: (Enter)
Usually you have none, so merely press Enter.
This is used for making just-in-time changes to your control file instructions, for this run only.

Winsteps will now construct measures (i.e., analyze) the Liking for Science data from RSA.

Use the Edit pull-down menu to simplify inspection and editing of the control, input and output files. This is done with
Notepad or your own text editor.

At the end of the run, using the Output Tables pull-down menu you can request further output Tables to be produced
interactively and displayed on the screen. If you want to save any of these, use the Save As option when they are displayed.
If you omit to save them, they are written as "ws.txt" files, and can be recovered from the Recycle Bin.

At the end of the run, you can also use the Output Files pull down menu, to write out person and item measures to
computer-readable PEILE= and IFILE= files.

If the Edit menu and Output Tables menu don't work properly, then see Changing your Word Processor setting.
8.5 Using Winsteps under Windows

Bl Edit Diagnoss Output Tables Output Fles Babch Help Spedfication Pots Excel/RSSST Graphs Data Setup
Control file name? (e.g.. examl.txt). Press Enter for Dialeg Box:
C:\Winsteps37011\examplesiexampled. txt

Current Directory: C:\Winsteps37011\examples’

Report ocutput file name (or press Enter for temporary file, Ctrl+0 for Dialeg Box):

Extra specifications (if any). Press Enter to analyze:

Temporary Workfile Directory: C:\DOCUME™1\Mike‘\LOCALS™1%\Temp"
Reading Control Variables ..

Input in process:
Input Data Record:
1211102012222021122021028 M Rossner, Marc Daniel
~I "N TP

75 KID Records Input.

CONVERGENCE TRBLE

=Control: \examples\example®.txt OQutput: ‘\examples\ZOUO44WS.TXT

| PROX ACTIVE COUNT EXTREME 5 RANGE HAX LOGIT CHANGE |
| ITERATION KID ACT CATS KID ACT MEASURES STRUCTUREI
>==========::=========================<

| 1 [ 25 3 3.78 3.20 3.8918 |

Winsteps provides a familiar "pull-down" user interface, intended to provide the user with maximum speed and flexibility.
There are three main ways that you direct Winsteps:

(a) You respond to prompts on the screen.

There are two frequent ones:
Name of control file:
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This is the ASCII file where your control specifications reside.
You can press Enter to browse for it.

Report output file name:
Press Enter for a temporary output file, or
Type in an output file name or use the pull-down file menu
The report output file is always in text format.

Extra specifications (if any). Press Enter to analyze):
Press Enter
This is used for making just-in-time changes to your control file instructions, for this run only.

If these prompts do not appear, see Edit Initial Settings

(b) You use the pull-down menus.
Afrequent choice is the first choice on both the File and Edit menus:
Edit Control File=
Select this to edit your Winsteps control file.

(c) You use the Notepad text editor.
All editing and display of Winsteps outputis done using text files and Notepad or your own text editor.
This gives you great flexibility to:
modify control and anchor files
view, copy and paste output into Word (or other) files

8.6 Uninstalling WINSTEPS

Depending on the installation procedure:

(a) Select "Uninstall" from the Programs menu
or
(b) Go to "Settings", "Control Panel", "Add/Remove Programs" and double-click on "Winsteps Uninstall"

(c) Delete Winsteps directory, and delete the Winsteps entries from "Windows\Start Menu\Programs"
(d) Use a Windows clean-up utilityto tidy up loose ends.

(e) Delete files in C\TEMP and C:\WINDOWS\TEMP (or your Windows temporaryfile) and files ending .....ws.txt

8.7 Stopping WINSTEPS

The Winsteps program ceases execution when
1) The program stops itself:
The estimation procedure has reached an acceptable level of convergence and all pre-specified output has been
produced. This happens when:
a) The estimates are within the convergence criteria (LCONV= and RCONV= as controlled by CONVERGE=)
b) The maximum number of iterations has been reached (MPROX= and then MJMLE=)
To instruct Winsteps to run indefinitely (up to 2,000,000,000 iterations), set
MJMLE=0
LCONV=0
RCONV=0
CONVERGE=F
c) The estimates are notimproving. This can occur when the limits of the computational precision of your computer
have been reached.

2) You stop the iterative process:
a) If you press Ctrl with F (or use File menu) during PROX iterations:
PROX teration will cease as soon extreme scores have been identified and point-biserial correlations have been
calculated. JMLE iterations then start.
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b) If you press Ctrl with F during JMLE iterations:
JMLE iteration will cease at the end of this iteration. Fit statistics will then be calculated and output tables written to
disk.
c) If you press Ctrl with F during the output phase:
Output will cease at the end of the current output operation.
Acknowledgment of your Ctrl with F instruction is shown by the replacement of = by # in the horizontal bar drawn
across you screen which indicates progress through the current phase of analysis.

3) You cancel Winsteps execution immediately:
From the Winsteps File menu, choose Exit.
No more analysis or outputis performed.

When Winsteps exits ...
It deletes all temporaryfiles it has created and releases memory. You may have output Tables, files or graphs open on
your screen. Winsteps asks if you want these closed.

Do you want 1o close all output windows
for this analysis?

Yes No | Help |

Yes, and from now on | Mo, and from now on |

Yes: close all open windows. If some windows have been modified, but not saved, you may be asked if you want to save
those.

No: leave all windows as they are, but close the Winsteps analysis window.

To make Yes or No the automatic standard, click "and from now on". This choice maybe resetin Edit Initial Settings

9 Menus
9.1 Menu bar

Winsteps analysis window has a useful set of pull-down menus:

Beamoe _lolx

Fle Edt Diagnoss OutputTabes QutputFles Batch Help Specfication Plots ExceyRSSST Graphs Data Setup

The top line shows the name of the file currently being analyzed. The name can be changed with Edit Task Bar caption.
This is useful when you are copying the window (using, for instance, your PrintScreen key) to include in a document.

File overall control of the analysis
Edit display and editing of input and output files and Tables
Diagnosis Tables for understanding, evaluating and improving your measurement system

Output Tables |produces all output Tables produced by Winsteps

Output Files produces output primarily intended for inputinto other software

Batch facilitates running Winsteps in batch mode

Help displays Help file

Specification allows entry of specifications after the analysis, one ata time, in the form of specification=value
Plots uses Excel to displayand compare analyses

Excel/RSSST reformat Excel .As, R .rda, SAS .sas7bdat, SPSS .sav, STATA .dta, and Tabbed-text .txt files into
Winsteps control and data files

Graphs computer-graphics for test, item and category display
Data Setup provides a immediate means for setting up control and data files
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9.2 Batch menu

This facilitates running Winsteps in batch mode.

Batch Help  Specification  Compare Files SPSS  Graphs Da
Running ‘WIMNSTEPS in Batch mode
Help For Batch mode
Editfcreate batch File From=C: \\WINSTEPSwinbatch.bat
Editfcreate batch file From=C:\"WINSTEPS winbatch. crnd
Edit batch File
Fun batch file: right-click. an file name, then Spen on menu

Running Winsteps in Batch mode: Summary instructions for running Winsteps in batch mode.
Help|Displays help information for batch mode
Edit |Edit batch file

Run |Run bafch file: done by right-clicking on batch file name (.bat or .cmd), then clicking on open on the Windows right-
click menu

9.3 Data Setup menu

Data Setup
Stark Contral and data file setup Chrl+D
Exit to Control and data File setup
This is described at Control and data file setup.

9.4 Diagnosis menu

The Diagnosis pull-down menu suggests a step-by-step procedure for investigating the results of your analysis.

Diagnosis Output Tables OutputFiles Batch Help

A, Item Polarity (Table 26)

. Empirical Item-Category Measures (Table 2.6)
. Category Function (Table 3.2+)

. Dimensionality Map (Table 23)

. Item Misfit Table (Table 10)

. Construct KeyMap (Table 2.2)

. Persan Misfit Table (Table &)

. Separation Table (Table 3.1)

T & M m D ¢y m

A. ltem Polarity: check that all items are aligned in the same direction on the latent variable, same as Table 26. Check that
all items have positive correlations. Use IREFER= and IVALUE= to point all items in the same direction, or KEY1= to correct
a multiple-choice key error. IDFILE= to delete (for the moment) uncooperative items.

B. Empirical tem-Category Measures: check that all categories for all items are aligned in the same direction, same as
Table 2.6. For multiple-choice items, see Table 2 for MCQ. Check that correct answers, and higher category values
corresponding to "more" of the variable, are to the right.

C. Category Function: check that all categorization functioned as intended, same as Table 3.2 onwards. Check that the
"average measures" for the categories advance, and that no categoryis especially noisy. Use IREFER= and I[VALUE= to
collapse or remove discordant categories. Use ISGROUPS= to identify category functioning. If more details are required,
look at the option/distractor analysis of the ltem Tables.
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D. Dimensionality: check that all items share the same dimension, same as Table 23. This identifies sub-structures,
"secondarydimensions”, in the data by performing a principal components/contrast decomposition of the observation
residuals. If there are large sub-structures, then it may be wiser to divide the data into two measurementinstruments.

E. Item Misfit: check thatitems cooperate to measure, same as Table 10. Are there misbehaving items? Look for large
mean-squares, and also for contradictory use of responses in the option/distractor listing.

F. Construct KeyMap: check that the item hierarchyis as intended (construct validity), same as Table 2.2. This locates
items, response categories and your sample in one picture. Does your item measure hierarchy make sense? What s the
typical person in your sample saying?

G. Person Misfit: check that persons cooperate to measure, same as Table 6. Are there misbehaving persons? Look for
large mean-squares, and also look at the unexpected observations in the Most Unexpected Responses subtable.

H. Separation: check that the items discriminate different levels of person performance ("test"reliability), same as Table
3.1. Also that persons are able to discriminate differences in item calibration.

9.5 Edit menu

Display and editing of input and output files and tables.

[t Dagnoss Cutpet Tables Cuipat Fles Bafch Help Specicton Pils  EuoeyS.5
" Edt Control Fle=C) s b et oAl orampie i MEE
Edlit Report Cutput Fles ZOUSSIWS.TKT
i famsd SOAE0] i Ao O W iratiged- Ot bl i EXAMPLES Tnpiate. I
Editcrmate e with ROTEPAD:

Sarve and el Crie5

Easte Cirber

Edi Tasichar Caption

Edif, Jratind Settings
Edit Table 2= 20255005, bt

Edlit B30 PRILE=C\Doouments and Sottngs ke Desitop person it

Edit Control File= display and edit the current control file. Alters this analysis if no
computation has been done, otherwise the next analysis done
with this control file

Edit Report Output File= display and edit the report output file written during the main analysis
phase. This contains Table 0 and output specified with TABLES=
and TFILE=

Edit/create new control file from= ...\template.txt |template.txt is a generic control file which can be edited and saved
under another name to give you a flying start at setting up your
own analysis. There is a control and data file setup procedure. It

is easier!

Edit/create file with Notepad launches Notepad or your own text editor

Save and edit save the Winsteps analysis window to a disk file and open for editing

Cut copy characters from an analysis window line to the Windows
clipboard and delete them from the screen

Copy copy characters from an analysis window line to the Windows
clipboard

Paste paste characters from the Windows clipboard to an analysis window
line

Delete delete character from an analysis window line

for more sub stantial editing, save the analysis screen using the File pull-down menu
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Edit Taskbar Caption change the task name displayed on the Windows taskbar

Edit initial settings change standard files and settings in Winsteps.ini

Edit Table ... display and edit a Table produced from the Diagnosis, Output Tables
or other pull-down menu

Edit ... File display and edit a file produced from the Output Files or in other ways

Formatted data== Formatted data after EORMAT=.

9.6 Excel/RSSST menu

Convert data files from proprietary formats into Winsteps files.

= ekt data 1o be converied to Winsteps RN
| Eeeot || R || sas |[(spss |
| STATA | TestTab || Exit | Help

Excel: This is described in Data from Excel files

R: This is described in Data from R Statistics files

SAS: This is described in Data from SAS files

SPSS: This is described in Data from SPSS files

STATA (version 13 and earlier): This is described in Data from STATAfiles

Text-Tab: This is described in Data from Text files (with Tabs)

Winsteps does not function with every version of these programs.
Suggestion: Save your input file as a tab-separated DOS text file.
Then select Text-Tab input

The same procedure applies to all these file types. We will use Excel as the example.
0. Use the Winsteps Excel/RSSST menu: Excel option:

wm Select data to be converted to s o x|

| Exeel R || sas || sess |

STATA -Tab Exit I Halp

1. Select the Input file to be converted:

ET Excel Input for “insteps _ [ - EIEI

Sedect Evcel Carmtioes Laswiree (s Encel Fiba 1o
| "l I.c-:;-.--’.‘r.-] - st wl.,lﬂmg_fr-rl T ab-separ Help 3.64.2 l [l’.‘atnd!Encl]
o) x|
Lasmect Trdi SAS File to
B ) ) e

and more ....

2. Then select the desired input file and click "Open"
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2]
x| = @& s E-
k| : Bardd s Open
3 l =
| Excel Fies [ds) = Cancel
™ Open as read-only
b

3. Look at your input variables.
In the Excel spreadsheet, the first row is the variable names. Then each row is one person (subject, case). Each column

contains one variable: person name, item response, demographic variable.
Asummary report about your input file, and some brief instructions are shown.

The input variables are listed in the selection window under "! Other Variables". They are identified by their column letters.
You can also select "Case number" and "Row number" when available.
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| Input for Winsteps A nl XI

Edt
| SedectExced | [ Constoust I Launch
e fde il

; Excel File: C:AWINSTEPS\exampleshBond4d.xls

edin
Sl E i

—

Tal o Cancel / End

Excel Fm:J l Help 2.64.2

H Dacaser name: Bond:
H File Label: Sheecl
H Humher of Excel Cases: 150

; Humber of Excel Variables: 36

; Choose the variables listed below under "Ocher Variablea™ that you want to L
; Copy-and-pasce those wvariables under "Perscn Label Varisbles®™ in the order
; There will be one space becween the variables in the person labels.

; Choose the variables listed below under "Other Variables™ that you want To bd
; Copy-and-pasce those wariables under "Icem Response Variables®™ in che order
; Wumeric icem wariables are truncated co integers.

; The same wariables can be placed in both sections and in any order.
; Conscant walues may be included in che "Person™ and "Item™ variable liscs wi

: Click on "Construct Winsteps file™ when completed e
! Item Response Variables. (Do not delete this line - item variables on left-s:
! Person Label Variables. (Do not delete this line - person variables on laft-:

Other Variables {ignored
ariable
: Person (001}
: Hegation (to negate iden
: Reciprocal (to negate i
: Implication (1)

: Incompatibilicy (1)

Hultiplicative compensat
Correlations (1)
Correlations (1)

1]

4. Copy-and-paste the ltem Response Variables

Which are the variables the contain the responses, observations, ratings, etc. that are to be analyzed by Winsteps?
Copy-and-Paste the variable names under "! ltem Response Variables". You can change the order if you want to. In this
example, | have alphabetized the item variables by what will be the Winsteps item labels.
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; Click on "Conatruct Winatepa file® when c

! Item Response Variables. (Do not delete t
1] Affirmacion of p (1}

Conjunction (1)

Correlaciona (1)

Correlaciona (1)

Correlacions (1)

Disjunccion (1)

Implicacion (1)

Incompacibilicy (1)

Hultiplicative compensation (1}
Hegation (oo negace idencicy) ; Icem 1
Reciprocal (co negace idencicy) (1)

R
&
H
I
B
o
E
B

! Parson Labal Variabhles. (Do not delete th

How to copy-and-paste:

a. Drag your mouse pointer over an SPSS variable name in the "Other Variables" list to highlight it.

b. Press your Ctrl key. Hold it down and press the C key. Release the keys. The variable name is copied to the Windows
clipboard.

c. Position the mouse pointer on the line under "ltem Response Variables"

d. Press your Ctrl key. Hold it down and press the V key. Release the keys. The variable name is pasted into the window.
e. Repeat the process for all the other variable names. You can also highlight a block of variable names atthe same time.

5. Copy-and-paste the Person Label Variables

Which are the variables the contain the person identification, demographics, etc. that are to be reported by Winsteps?
Copy-and-Paste the variable names under "! Person Label Variables". You can change the order if you want to. You can
also reuse an ltem Variable.

In this example, the person label includes, the "Person” column, one of the items "Disjunction” because | want Winsteps to
report person sub-totals based on responses to thatitem, and also the Excel row number, in case | need to refer back to
the original Excel spreadsheet.

B ; Hegation (to negate identity) ;
C ; Eeciprocal (to negate identity)

! Parson Label Variables. (Do not Qe
A  Person (001)

K ¢ Disjunction (1)

@Row number ; in Excel spreadshest

! Other Variables {(ignored)
ivariable Label (Firasc Cell Valus)
: Paraon (001)

6. Optional extras ....

A. In each Winsteps data line, the item responses are to the left and the person labels are to the right:
111010011100111 Jose M

If you prefer the person labels to the left, and the item responses to the right:

Jose M 111010011100111

then cut-and-paste "Person Label Variables" and its variables above "! ltem Response Variables"

B. You can include constant values in the ltem or Person sections. For instance, perhaps this datasetis from Region "B23"
and you want this in every person label.

C. ltem responses then person labels, or Person labels then item responses.

Item responses, then person labels:
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i Click on "Construct Winsteps file" when completed

! Item Response Variables. (Do not delete this line -
wrl _writing_l F8.0 First items on the test

wra F8.0

wr3 F8.0

B e ma

| Person Label Variables. (Do not delete this line -
name ; FB.O

Person labels, then item responses:

; Click on "Construct Winsteps file" when completed

| Person Label Variables. (Do not delete this line -
|narme ;i FB.O

I Ttem Response Variables. (Do not delete this line

wrl_writing_1l 7 F8.0 First items on the test
wr2 ; FB.0O
wr3 : FB.0

In this example, the Person Variables are moved before the ltem Variables, so they will appear to the leftin the Winsteps
file. Constant "B23" is included.

; Click on "Conscruct Winsceps file™ when comp.
! Parson Labael Variables. (Do not delete this |
A ; Person (0D01)

B iemid 3junction (1)

Mumber ; in Excel ap aheet

Item Hesponse Variables. (Do not delete thls
; Affirmacion of p (1)

; Conjumction (1)

; Correlationas (1)

; Correlations (1)

: Correlations (1)

: Disjunction (1)

: Implication (1)

; Imcompatibilicy (1)

: Hultiplicative compensation (1)

; Hegation (to negate identity) : Item labe!
: Reciprocal (to negate identity) (1)

T NN EM MDD RS EGE R -
A

! Other Variables {ignored)
:Variable Label (First Cell Value}
A : Perscn (001}

To save this information for a later file conversion, Select All (ctrl+A), copy (ctrl+C) and paste (ctrl+V) into a convenient
document.

7. Construct the Output file, a Winsteps control and data file.
Click on "Construct Winsteps File™:

[0 Excel Input for Winsteps ;I.nl!l

Edit

Selact Excal Corsteuct Lausich ety Escal File to
fike ] ‘winsteps fle i Winsbeps |‘-'-'Trrmmﬁ-=| Tabsepmated | o9 3842 ,W"EMII

Type in the name of the new Winsteps control and data file. "bond4control.txt" in this example.
Click on "Save".
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2] =

1 el e s
[£] exam 3dat. bt [2) examune. et
[E] eacam 3clf bt (] enam e txt
[£] exama.pxt [Z) excame 1 et
Documents " [E] mramadat. et [E]) evamy2. et
bt [ EXAMSPF THT 2] examido. bt
Desdep ; [£] ExammE. T [£] esam s, et
[E] eams. et [E) examd, bt
2] exam?.ict [E) examidh. et
5] exama.txt [E) eamide txt
[£] exama. kst [E) wxemem B 3clt et
[E] examsdat. bt () exam1s, txt
2] exam i tet ) exoms, bt
| 1|

S| == |
=] Concel |

o

If you want a separate Winsteps control file and a Winsteps data file, then click on "Control file & Data file", and enter the
name of the control file into the first file dialog box, and the name of the data file into the second file dialog box.

The Winsteps control and data file displays in a text-editor window.

0 bond4controltxt - WordPad

Fie Edt View Insert Format Help

kznst
Tizle= "C:\WINSTEPS\examplesiBondd.xls™

: Bond4
H Excel Cases processad = 150
: Excel Variables processad = 36

HI= 11 ; Humber of icems
HAMLEM = 14 ; Lengcth of peraon label
CODES= 01 ; mactches che daca

; Person Label wariables: columns in lahel:
APerson = 1E3

ADisjunccion = S5ES

: @B23 = T7E9

= 11FE13

SENI} ; Item labals follow: ocolumns in labsal
cion of p ; Icem 1 : 1-1
Conjgnecion ; Icem 2 @ 2-
Icem 3 3-3
Item 4 : 4-4
Icem 5 5-5
Disjufecion ; Icem 6
Implicacion ; Icem 7
cibilicy ; Item B : B-B
Mulciplicacive compensacion ; Icem 9 @ 9-9

%]
=]
H
™
(3]
e
o
=1
(1]
LT T T

Recip al (oo negace idencicy) ; Icem 11

EHND 3

001 1 BZ3 2 11111113111
002 1 B23 3 11111111111
003 1 B23 4 11111101011
004 1 B23 5 11111111111
005 1 B23 6 11111113111
o0& 1 B23 7 11111111111
007 1 B23 B 111111131111
oog 1 B23 2 11111111111

53

ITEM1= 15 ; Scarcing column of icem responsss

; Excel file created or lasc modified: 1072872007 Z:41:57 AM

HAME]l = 1 ; Scarcing column for perasn label in daca record
XWIDE = 1 ; chis macches the biggesc dacha waluse abssryved

TOTALSCORE = Yes ; Include axcrems réesponsses in reporced scors
columms in line

Hegati (co negace idencity) ; Icem lahels courtcesy of Trevaor




Winsteps includes ISGROUPS=0 in the control file because Winsteps does not know the structure of your data. Please
delete ISGROUPS=0 if your data are dichotomous or use the Andrich Rating-Scale model. If ISGROUPS=0 is in the
Winsteps control file, the partial-credit model is used.

If one of your data lines is an answer-key then:
Cut-and-paste the answer-key data line.
Removwe it from the data section.

Paste it before &END

Editit to start:

KEY1= (answer-key)

Save the control and data file.

8. Click on "Launch Winsteps" to analyze this control and data file.

3 Excel Input for Winsteps =10] x|
Edit

'E-ﬂtcl Excel Laurch Ewcel File to
[ g AR . | (it (]| o2 [ comtri

9. Click on "Display Winsteps File" to redisplay the Winsteps control and data file, if you need to see them again.

10. Click on "File to Tab-Separated" to display the contents of an input file in tab-separated format.

Tab-separated files can be conveniently pasted into Excel. The tab-separated values displayin a temporaryfile. Copy and
paste the contents, or "Save as" for a permanent copy.

11. Click on "Cancel / End" to conclude this dialog.

9.7 File menu

This menu launches and terminates Winsteps analysis.

| He Edt Dagnoss OutputTables OutputFies Batch Hep Specfic

Edit Control Fle=C:\Winstepsexamplesiexam1.txt Alt+E
Exit, then Restart "WINSTEPS C:\Winstepsiexamplesiexaml.bet"  Alt+X
Restart "WINSTEPS C:\Winsteps\examplesiexam1.bit” Alt+R
Open Fie Ctr+0
Start another WINSTEPS Alt+A
Exit WINSTEPS and diose output windows

Exit Cirl+Q
Einish iterating Cir+F
Close putput windows

Enter

Save and edit Cirl+S
Save As... and edit

Print Ctri+P

Excel=E:\Program Fles\Micrasoft Office\Office 1 2\EXCEL.EXE
RSTAT=C:\Program Fles\R\R-2.9.0\bin\R_exe
SPSS=C:\WINDOWS\system32\NOTEPAD.EXE

E:\analyss\NEW3690\exama. txt
Edit Control File= Edit the current control file. Alters this analysis if no computation has been
done, otherwise the next analysis done with this control file.
Exit, then Restart "WINSTEPS ..." Stop and then restart this analysis, usually after editing the control file.
Restart "WINSTEPS ..." Restart this analysis, leaving the current one running.
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Open File

Select control file for this analysis

Start another Winsteps

Launch a new copy of Winsteps. More than one copy of Winsteps can run at
the same time.

Exit WINSTEPS and close output windows

Exit from Winsteps and close output windows without asking.

Exit

Exit from Winsteps

Finish iterating

Finish the current phase as quickly as possible.

Close open output windows

close anyopen windows for output tables, files or plots.

Enter

Acts as the Enter key

Save and edit

Save the information displayed on the processing screen to disk.

Save As... and edit

Save the screen output to a named disk file.

Print Print the screen output

Excel= Location of the Excel program (if installed on your computer): can be change
in Edit Initial Settings

RSTAT= Location of the R Statistics program (if installed on your computer): can be
change in Edit Initial Settings

SPSS= Location of the SPSS program (if installed on your computer): can be change
in Edit Initial Settings

(file name) Up to 30 mustrecently used Winsteps control files. Click on one of these to

analyze it

When you launch Winsteps, the Windows task bar shows:

| [¥€] winsTEPS

After a control file is selected, the task bar indicates it:

I @ examl.txt

When a second run accesses the same control file:

@ 2 examl.ixt

and the number increments for further uses of the same control file.

9.8 Graphs menu

Winsteps produces bit-mapped images, using the Graphs menu. Winsteps produces character-based graphs in Table 21
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Graphs | Data Setup
Category Probability Curves
Expected Score ICC
Cumulatrve Probabilities
Itern Infarmation Function
Category Information
Conditional Probability Curves
Thurstone Probability Curnes
Itern Empirical Randeminess
Test Characteristic Curve
Test Information Function
Test Ernpirical Randornness
Multiple ICCs

v | Dizplay by item
Display by scale group
Display graphs ta nght of windew

Mon-Uniferm DIF ICCs

Person-ltem Measure Bar Chart
Person-ltem Half-Point Thresholds
Person-ltem Rasch-Thurstone Thresholds
Person-ltem Rasch-Andrich Thresholds
Person-ltem Category Probability Peaks

Person-Test Measures for Scores

Initially, select which type of curves you want to see. When the graphs display, you can select the other options. You can
look at the others later without going back to this menu. Graphs are plotted relative to the central difficulty of each item or
response structure unless "Absolute Scaling" is clicked in the Graphs window . Model-based curves (such as probability
and information functions) are the same for all items which share the same model definition in ISGROUPS=. Empirical
curves differ across items and rating scales.

Category Probability Curves

model-based probability of observing each category of the response structure at each
point on the latent variable (relative to the item difficulty)

Expected and Empirical Score
ICC

model-based Item Characteristic Curve (or ltem Response Function IRF) for the item or
response structure. This is controlled BYITEM= or the last two entries in this menu.

Cumulative Probabilities

model-based sum of category probabilities. The Thurstone thresholds (category median
boundaries) are the points at which the probabilityis .5. Click on a line to obtain the
category accumulation.

ltem Information Function

model-based Fisher statistical information for the item. This is also the model variance
of the responses, see RSAp. 100.

Category Information

model-based item information partitioned according to the probability of observing the
category. Click on a line to obtain the category number.

Conditional Probability Curves

model-based relationship between probabilities of adjacent categories. These follow
dichotomous logistic ogives. The Andrich thresholds (points of equal probability of
adjacent thresholds) are the points at which the probabilityis .5. Click on a line to obtain
the category pairing.

Thurstone Probability Curves

model-based sum of category probabilities. The Thurstone thresholds (category median
boundaries) are the points at which the probabilityis .5. Click on a line to obtain the
category accumulation.

Item Mean-Square Fit

observed randomness (mean-square fit) in each interval on the variable with logarithmic
scaling. The model expectation is 1.0

Test Characteristic Curve

model-based test score-to-measure characteristic curve.

Test Information Function

model-based testinformation function, the sum of the item information functions.
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Test Mean-Square Fit

the observed randomness (mean-square fit) in each interval on the variable with
logarithmic scaling. The model expectation is 1.0

Multiple ltem ICCs

displays several model and empirical ltem Characteristic Curves / ltem Response
Functions simultaneously. Click on MultICC in Graph window

Display byitem

shows these curves for individual items, also controlled by BYITEM=. Model-based
outputis the same for all items with the same ISGROUPS= designation.

Display by scale group

for each ISGROUPS= code, a set of curves is shown. An example item number is also
shown - all other items in the grouping are included in the one set of grouping plots.
Also controlled by BYITEM=.

Display graphs to right of
window

The graphs are displayed in the bottom right of the Graphs window so that they can be
pulled larger. Clicking this alternates between the standard Graph window and the
bottom-right window.

Non-Uniform DIF ICCs

the empirical item characteristic curve for each DIF= person-classification-group.

Vertical histograms showing the the distributions of the person abilities and ...

Person-ltem Difficulty
Historgrams

item difficulties

Person-ltem Half-Point
Thresholds

rating-scale half-point thresholds between categories: similar to Table 1.5

Person-ltem Rasch-Thurstone
Thresholds

rating-scale Rasch-Thurstone thresholds between categories: similar to Table 1.6

Person-ltem Rasch-Andrich
Thresholds

rating-scale Andrich thresholds between categories: similar to Table 1.7

Person-ltem Category Peaks

rating-scale category centers: similar to Table 1.8, where expected score on the item
is the category number, and also the category has the highest probability of being
observed.

Person-Test Measures for
Scores

locations of the measures corresponding to scores on the currently active set of
items

9.9 Help menu

| Help Specfication Plots  ExcelR!
Index
Contents

About WINSTEPS 3.71.0
User Manual PDF

Check for updates
www.winsteps.com

Rasch Forum - Winsteps Q&a
Instalation problems?

Bongo

Scaling calculator

Index

displays the Index of control variables in the Help file

Contents

displays the Table of Contents of the Help file.

About WINSTEPS

displays Winsteps version number and compile date. Please mention these when reporting
problems.

User Manual PDF

displays the Winsteps Help file as a printable User Manual PDF.

Check for updates

shows webpage of Winsteps updates on www.winsteps.com/wingood.htm
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http://www.winsteps.com/wingood.htm

www.winsteps.com takes you to our website: www.winsteps.com

shows webpage of Winsteps installation problems and solutions on

i ?
Installation problems? www.winsteps.com/problems.htm

is the Winsteps "Adjutant's Bugle Call" - play this when you are summoning EE

Bongo the data in preparation for constructing measures! J:L nn

Scaling calculator is designed to help you linearly rescale your measures in the way most meaningful for your

audience:
ﬂ
Current measure:  Desired measure: Decimals
-0.79 [2 [Udecimals=2
= ;
Current Uimean= Mew Limean=
0000 [Uimean=2.8860
Current Uscale= Mew Uscale=
1.0000 |Uscale=1.1215
Specify Mew | Exit Help

Under Current measure: enter two measures from your current analysis.

Under Desired measure: enter the values with which you want them to be reported.

Under Decimals: enter the number of decimal places for the measure Tables, Udecimals=.

Press Compute New to calculate the revised values of Uimean= and Uscale=.

The current values of Uimean= and Uscale= are displayed and also the revised New values. The New values can be
altered if you wish.

Press Specify New to action the New values. Or the values can be copied (Ctrl+c) and pasted into your Winsteps control
file.

Also clicking on "Output Files", "Control Variable List" produces the full list of control variables including the new values of
UIMEAN= and USCALE=

Example: We want the mean and S.D. of our sample to be 0 and 1.

Current Table 3.1

I RAW

| SCORE COUNT MEASURE
| ______________________________________
| MEAN 31.7 25.0 97
| S.D 8.7 0 1.35

The current mean = .97
The currentmean +1 S.D. = .97 +1.35

The desired mean =0
The desired mean +1 S.D.=0+1
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ser Scaing Competa ]
Current measure: Desired measure: Decimals

a7 FJ |L.||Ju:uir||.:'|ls--:-.’

[ar a1 .*Fumpufnm |
Current Llimizan = Huwe Llimean =

MM [UiﬂlEIII'I - 485

Current Useale= NWM=

10000 =ale = 400

Epunﬂlem(M [Exit | Hulp

New Table 3.1
| RAW
| SCORE COUNT MEASURE
| ______________________________________
| MEAN 31.7 25.0 .00
| S.D 8.7 0 1.00

Example: If luse IAFILE= and SAFILE= for some items, how do | rescale the analysis to set the reported person measure
range as 0-1007?

1. Do your analysis with IAFILE= and SAFILE=. USCALE-= in this analysis is the value of USCALE= in the analysis that
output the SAFILE=

2. Output Tables menu: Table 20.1. Identify the measure you want tobe 0, and the measure you want to be 100

3. Help menu: Scaling calculator
"Current Measure:" are the two measures from Table 20.1
"Desired Measure:" are the two measures you want
Click on "Compute New:" write down the value of Uscale= for your next analysis
Click on "Specifiy New"

4. Output Tables menu: Table 20.1. The range should be 0-100.

5. Output IFILE=if.txt, SFILE=sf.txt

6. Do the analysis again: IAFILE=if.txt, SAFILE=sf.txt and USCALE-= the value of Uscale= from 3.

7. Output Tables menu: Table 20.1. The range should be 0-100.

9.10

The Output Files menu produces output primarily intended for input into other software. When a selection is clicked on, the
output file specifications dialog boxis usually shown so that you can choose the output file format.

Output Files menu

For details, please see Output Files Index

9.11

Output Tables are listed in the Output Table Index. They are written into temporaryfiles if selected from the Output Tables
menu. Output Tables are written into the Report Output File if specified using TABLES= or TFILE= in the control file. Table 0
is always written to the Report Output File.

Output Tables menu

Output Tables are always in text format (.txt). To export a Table in Excel format see Excel-formatted Output Tables.

For details of the Output Tables menu, please see Output Tables Index

3.2 Rating (partial credit) response-structure and most Tables shown

Click on the Table to write itto a file and show it on the screen. Here is "3.2 Rating response-structure Structure”. Itis
written into temporary file 03-859ws.txt. "03" refers to Table number 3. "859" is a unique number for this analysis. "ws.tx¢"
means "Winsteps text file".
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TABLE 3.2 LIKING FOR SCIENCE (Wright & Masters p. ZOU859%ws.txt Oct 9 10:54 2002
INPUT: 76 PUPILS, 25 ACTS REPORTED: 75 PUPILS, 12 ACTS, 3 CATS WINSTEPS 3.36

SUMMARY OF CATEGORY STRUCTURE. Model="R"

|CATEGORY  OBSERVED |OBSVD SAMPLE|INFIT OUTFIT|| ANDRICH |CATEGORY |
| LABEL SCORE COUNT $|AVRGE EXPECT| MNSQ MNSQ||THRESHOLD| MEASURE |

[====mmmmmm - R Fomm - +H-—mmm - Fomm - +

| O 0 667 33| -1.30 -1.30]| .96 .95||] NONE | ( -2.04) | 00 dislike
| 1 1 757 37| -.08 -.09] .90 .78 | -.82 | .00 | 01 neutral
| 2 2 609 30| 1.40 1.41| 1.09 1.33]|| .82 | ( 2.04)| 02 like

These all allow the user to change the relevant control command on execution. ISUBTOTAL = controls the sub-total
segments for Table 27 with a selection command so you are asked to confirm or change this value, before the Table is
produced.

Please zelect grouping for this T ﬂ

ISUBTOTAL = $5..¥.. in Item Label for Table 27

ISUBTOTAL = |ss1w1

oK | Cancel | Help

Tables 23,30,31,33

These allow the user to produce Excel plots of parts of the Table.

Request Subtables
Any Table (except Table 0) can be displayed using this command. It also accepts the special fields available with TEILE=

Request Table and Subtable x|

Enter here: Table.Subtable

2.2-5510

0K Cancel | Help

Weight Selection. See weighting. When IWEIGHT= or PWEIGHT= are used in estimation, reports can be adjusted to reflect
those weights or not. Weights of zero are useful for pilotitems, variantitems or persons with unusual characteristics.
These can be reported exclusively or excluded from reports.
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9.12 Plots menu

Plots | Excel/R555T Graphs Data Setup

Plotting problems?

Compare statistics: Scatterplot

Bubble chart (Pathway)

EeyForm Plot - Horizontal

EeyFarm Plot - Vertical

Plot 23.6 PERSON measures for ITEM clusters
Plot 202 ITEME DIF

Plot 31.2 PERSON: DPF

Plot 33.3 PERSOM-ITEM: DGF: DIF 8 DPF

Plot 45 PERSOM measures after each ITEM

Here is the Plots menu.

Plotting problems?

these are usually due to the Winsteps-Excel interface. See
www.winsteps.com/problems.htm

Compare statistics: Scatterplot

enables you to draw scatter-plots (xy-plots) of Winsteps statistics within
or between analyses. It also produces the tabular output of Table 34.

Bubble chart (pathway)

generates a Bond & Fox-style bubble chart.

Keyform Plot - Horizontal

generates a horizontal Keyform layout.

Keyform Plot - Vertical

generates a vertical Keyform layout.

Plot 23.6 Person measures for Item clusters

scatterplots the person measures in Table 23.6 on the 3 clusters of
items in Table 23.1

Plot 30.2. (Item): DIF

DIF plots the DIF values in Table 30.2.

Plot 31.2. (Person): DPF

DPF plots the DPF values in Table 31.2.

Plot 33.3. (Person-ltem): DGF: DIF& DPF

DIF & DPF plots the DIF+DPF values in Table 33.3.

Plot 45. Person measures after each item

plots the values in Table 45

9.13 Right-click menus

Mouse Right-Click on the Winsteps screen

Right-click anywhere on the Winsteps screen, and a menu will be displayed.

During estimation: Itis the File menu.

After estimation: Itis the Output Tables menu.

Mouse Right-Click on the Task Bar

Right-click on the task bar, to obtain the Winsteps system menu. This has much of the functionality of the File menu.

Move blel. txt

_SE_E MHAY ) AcTY

— Minimize

Edit Controd Fle=C:\Winsteps\examples\exam12.txt \
Restart "WINSTEPS C:\Winsteps\examplesiexaml 2. txt” —

Exit, then Restart "WINSTEPS C:\Winstepsiexamplesiexam12 txt"
Start another WINSTEPS

Exit WINSTEPS and dose output windows \
At+F4

X Close

61



http://www.winsteps.com/problems.htm

Mouse Right-Click on File Dialog Box:
Right-click a file name, and get the Send To menu.

Look in: | 3 WINSTEPS ] ck|

""""" Apf tat EXAMIDACON WP EXAMTI.RF 8] EXAM1ZI
28] 4pf uls | EXAMI0E.CON  [s] EXAM11.5F 8] EXAM1ZI
""" c.bat Exb10C.CON Exap11.5F ExAM1ZL

""" colata st [E] Exit 11 S S LRNYEEETA, EXAM1Z.0
CORR.TXT | Exan1,  oelect N ] Exam12.S
exam bt EXAM1T. [Open ExAM12H

ZiIF ZiphMagic b _,I

File name:  [EX4M11.CON Jeripes " [ open |

Send Ta
Files of type: [ 4l Files () = &' 1) Flonpy
Cut = 0]
Copy F#] Desktop [create st

Create Shortcut @ Internet E xplorer

Delete BE Lviewpro
Rename —
bicrozoft Wword

=

Add functionality to the Send To menu by copying short-cuts into c:\windows\SendTo (or the equivalent SendTo folder in
your version of Windows) - a useful program to add is WordPad or your own text editor. To do this:

Start

Find

Files or Folders

Named: WordPad in C:

when Wordpad.exe appears, Right-click on it.

Send To: Desktop: Create shortcut

Exit from Find

On Desktop:

My Computer

C:

Windows (if this does not appear: then View: Folder Option: View: Show all files)

Send To

Drag WordPad shortcut from Desktop into SendTo folder.

WordPad is now in the Send To menu.

9.14 Specification menu

This allows entry of most specifications after the analysis, one ata time, in the form of specification=value. Click on "OK" to
action the specification and return to the standard screen. "OK and again"to action the specification and redisplay this entry
box.

In general:

Control variables in the control file or at the "Extra specification" prompts are applied during measure estimation.

Control variables from the pull-down variables only affect the output.

Forinstance, IDELETE=

In the control file or at the extra specifications prompt: these deleted items do no take partin the measure estimation.
From the "Specification" pull-down menu: these deleted items are not reported, but have taken partin measure estimation,
fit statistics, efc.
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cation = Wahs £
Spedfication = Yalue

:urn: an=50

OF and again | ok | Caneel | Help |

Most specifications can be entered after the analysis has completed. They do not change the analysis but do alter the
output. They are useful for making selections (e.g., PSELECT= and ISELECT=), setting output Table control values (e.g.,
MRANGE=) and changing user-scaling (e.g., USCALE=10).

"not done" in the Analysis window indicates that

1. acommand that should be implemented before estimation (usually byinclusion in the control file) is being done after
estimation (usually from the Specification dialog box). For instance, since anchor values (IAFILE=) is implemented
before estimation, then UASCALE= (which tells Winsteps the scaling of the anchor values) must also be implemented
before estimation.

2. acommand has no effect or removes all the data

Multi-line specifications and the Specification pull-down menu:

Specifications with "file name only" do not support "™".
CFILE= scored category label file: file name only, blank deletes labels
CLFILE= codes label file: file name only, blank deletes labels
IDFILE= item deletion file: file name only: blank resets temporary deletions
ILFILE= item label file: file name only: blank not allowed
PDFILE= person deletion file: file name only: blank resets temporary deletions

So, instead of
CLFILE=*
1 strongly disagree
2 disagree
3 agree
4 strongly agree

use the Edit menu, "Create/Edit with Notepad",
then, in Notepad, type

1 strongly disagree

2 disagree

3 agree

4 strongly agree

save as "clfile.tdt"
and in the Specification dialog box, enter:
CLFILE = clfile.txt

Example: We want score Table 20 foritems 1-12, 14-20, 31
Specification dialog box: IDELETE=+1-20,13,+31
Output Tables menu: Table 20

Incremental commands
These commands add to the effect of previous commands: IDELETE=, PDELETE=, ISELECT=, PSELECT=

Example 1: In the Specification menu dialog box:
PDELETE= ; reinstates everyone who is temporarily deleted
PDELETE= 23 ; temporarily deletes person 23 and reinstates no one
PDELETE= +23 ; temporarily deletes everyone, then reinstates person 23 if temporarily deleted
PDELETE= 23 +23 ; temporarily deletes person 23 then reinstates person 23 and deletes no one
PDELETE= 23 +23 +5 ; temporarily deletes person 23 then reinstates persons 23 and 5 and deletes no one
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Example 2: In the Specification menu dialog box:
ISELECT= ;reinstates everyone who is temporarily deselected
ISELECT= A ; deselects everyone whose person label does not start "A" and reinstates no one
ISELECT= 7B ; deselects everyone whose person label does not have "B" in its second column and reinstates no

one
ISELECT= Athen ISELECT= ?B is the same as ISELECT= AB

10 Control and Data Files
10.1  Control and Data File Setup Window

10.1.1 Control and data file setup window

This interface simplifies setting up Winsteps control and data files. It can be used for entering data with matching
specifications or for constructing the specifications that match existing data.

When you launch Winsteps, the Welcome dialog box displays, or use the Data Setup pull-down menu:

x|
Welcome to Winsteps!
Would you like help setting up your analysis?
Import from
Control + Text-File
Data Setup Excel, R, SAS, Instructions e B
P SFSS, STATA,
rocedure

Tabbed Text ™ Don't ask again

If this does not display, then go to Edit Initial Settings and click on the "Welcome" option and then OK. Restart Winsteps.

Control + Data Setup Procedure
If you are already in Winsteps, then on the menu bar:

[Daka Setup
Start Conkrol and data file setup Chrl+D
Exit bo Control and data file sekup

This displays the Control File Set-Up screen:

WWincepe Contiol Pl Sel L

T B, e s

=
e = e

s pppriowtira in moatecd e TR0

A multiple-choice test key, KEY1=, can be specified, if desired.
ltems can be clustered into similar response-structure groupings using ISGROUPS=, using a one character code for each

grouping.
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Use the Files menu to read in pre-existing control or data files. Uses the boxes and the data grid to enter new control and
data information. Use the Files or Winsteps menu to Save what you have done.

After performing the set-up, save the file and return to Winsteps using the Winsteps pull-down menu.

Import from Excel, R, SAS, SPSS, STATA, Tabbed Text
Click on this for the Excel/RSSST dialog box:

= ekt data 1o be converied to Winsteps RN
| Eeeot || R || sas |[(spss |
| STATA | TestTab || Exit | Help

This constructs a Winsteps control and data file from a pre-existing Excel, R, SAS, SPSS, STATA, or Tabbed-Text data file.
This has the same functionality as the Excel/RSSST menu

Text-file Instructions.

Shows the Help page: Do-it-yourself control and data file construction
All Winsteps control and data files are in text format. These can be edited with Notepad and most other word processing

and text editing software.

No.
Closes this dialog box. Use "Open File" to select a control file.

Don't ask again.
Click on this to make "No." the continuing option. To reinstate this dialog box, go to Edit Initial Settings and click on the
"Welcome" option and then OK. Restart Winsteps.

Help
Click on this for this Help page.

10.1.2 Reading in a pre-existent control file

Reading in a pre-existing control file is easy. You can add or change control specifications, and add or change the data.

From the Setup screen, use the File pull-down menu:

8 Winzteps Control and D ata File Setup

File Edit ‘“Winsteps Help

Mew control and data file Clrl+M

Read contral (and data] file Clrl+01

i E kI
L o ETEE =] B
F maiitd |3t P_;'.‘:f
¥ eaul s bl | ] el Bl e = iraries v
¥ euarl B2 5 ] armlidad b & rurin re M el A
¥ gl bl ] s T waan g EIEEN ]
F o b it A ket [l wrbtchiba
BT | T b | nbn H WRIATO CHD
¥ enandio et 3] sl E-rr'wv": ==
T || i bt L] aing aac srutep. cri
F eman e vt il ] H st e e
- —— 4
File paama: | Ep—— 1 [ |
Files of b JeaFaar d Cancel
™ Opae ae praschny
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This fills in the Setup screen:

AT .S 15 s vt Lt ali

L

Winzteps Control File Set-Up * UBEAN= Sat fam mean
TITLE= Reposiais  [Lkr)G FOR SCIENCE fbnigh & Matiid o 15) " UPMEAH= Set parson mean
PERSOH= A data rowis & [0 MEM=A detacokemaisn [aoT UAWEAN- Meon ofdems iz |52
HAMIE = First person oot cokarn [£2 FTEM1= Fost o ot - USCALE= Linds perlogiis[12
HAMELER= Parson lnbal length |54 e Hausebar of B UDECHe dcmal placis |
Mumbar of data rows: |73 WADE = rink Pt s .
Blamibsie of dats cohumens |B CODES. Vakd codes (217

180

E‘dl\.mn_l_E_'.‘_4_5_5_i'_ﬁ_'!_1IJ_'||_12_13_'|-1_'|5_!E_l?_lﬂ_is_ﬂ_ﬂ_ﬁ_ﬂ_ﬂ_ﬁ_ﬁ_i? FEEIED

Faeson
o (1121304518 7 890100 1] 1211304 5. 1617 98 38 20 21 22 179 24 5

WORE[WI L W L L) U] P G G| LS| PO ke | W | 5] 5] W | W O L P T
1 T2 W1 02 e w22 o2 1g2n [ RO E EHER MA
2 g2 e e ¥ Rl @ljRo|@|RO(EoO|@O|®O|RQO|R 2R (] ARDOS 5 HNER L A
3 plElajajapafajajdfe je e v 2 je e[zt 011 ] RO E% & NER T O
4 Te1eojohzie gl el lg v ] AR OS% S HNER M1
5 Taiaralielely (P e et R T T e F RO % & HNER R E
[ TeT ey g m vy glgv ez n 1] AR OS S5 MNER TR
7 elz|z|eoj2(zj20j2 [2 [ |2 |2 |2 [2[2 |2 |2 |2 (2 [z |2 |2 [2 ] WRI GHT B EH
[} g1Toe0¥1TOE R 2 2 2 OjE oOMo2 2 02 20 2 2 W LAMWMBERT D
o DiR[1fa|njepofyjaga [ [ j [@ [@ [y {1 j2 [1 |1 [E|O |2 |11 L [CH UL 2 WMoA T
18 grToeo0wvo 2 o2 vovi2viro 22 o11o2n (L] HEI EH DA N1 |4
.. l o

Other spacifications in control file: | A=

¢ This 18 fils "sxasplel.CXE™ = == JEACES & Comaant |
BCENDER = E31W1 : KID gendar in colusa 1 of persan label

L o

The control specifications and data are those in the Control and Data file. Control values are filled in as far as possible.
The data are filled in with one row per data record and one character per data column.

To see the item labels (between &End and END LABELS in the Control file) either drag the column wider or click on "ltem
Labels Enter/Edit"

Item deletion: type the specification:
IDELETE=(item number)

into the box at the bottom of the data setup screen.
This omits the item from your analysis

10.1.3 Data display

This grid displays the data file with one character per column.

During data entry, more columns are automatically added to the right, as needed.
Double-click the extreme row or column for an extra row or column.

Click on "Refresh Data Display"if the display does not show the current specification settings.

Press shift + left-click on the Person or Item No. row to dynamically select person label or item response columns.
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You can copy-and-paste data into the data-display box. In this boxthere is one character per cell.

Note: EORMAT= is ignored in this display

10.1.4 Item labels

Output reports and displays are much more useful and informative when the items are identified with short, clear identifying
labels.

These are usually entered in the specification control file after &END and before END LABELS (or END NAMES). There is
one item identifying label per line, so there should be as manylines of item identification as there are items on the test or
instrument.

Blank lines and lines containing only comments starting with ; are ignored between &END and END LABELS. ltems without
labels are labeled with their item entry number.

In the Setup routine, they are entered in a special screen.

w Wrsleps Hem Labebic Enten7E de

[

I

Husbiai T1em lisal
I |MATTH BIREE
T |READ BOOKS ON ANIMALE
3 READ BOORE O FLANTE
& |MATCH GRASS CHARGE
3 FIND BOTTLES AND CARE
# |LOOK UF STRANCE ANINAL OF FLANT
T | UATCH ANINAL RONE
¥ |L0OK IN SIDEVALY CRACKE
¥ |LEAFN WEED NLEES
10 |LISTEM TO BIED =ING

10.1.5 Category labels

Categorylabels describe the categories in a response structure, levels in a partial credititem, or such like.

Categories are identified in the data codes (CODES=). If there are different categories for differentitems, then use item
grouping (ISGROUPS=) to identifier clusters of items which share the same category structures. Both of these can be
entered on the main set-up screen.

Example grouping " " means that this is the standard common grouping.

Double-click on the bottom line for another blank line.
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10.2 Do-it-yourself control and data file construction

There is a control and data file setup or Tabbed Text procedure. They are easier!

Here is a step-by-step guide to setting up and running Winsteps. Itis a little tricky the first time, but you'll soon find it's a
breeze!

The first stage is to set up your data in a rectangular data file in "MS-DOS text with line breaks" format.

1. Obtain your data

You'll need to be a little organized. Think of your data as a wall of pigeon-holes.

(a) Each column corresponds to one item, probe, prompt, task, agent, ....

For each column, you will need an item name or label. Make these short, only one or two words long. Make a list of these in
a document file. Put the label of the firstitem on the firstline, etc.

Put END LABELS on the line after the lastitem.

Your list will look like this:

Eating
Dressing

Walking

Stair climbing
END LABELS

You can use Notepad or your own text editor or pull-down the Winsteps "Edit" menu, and select "Create/Edit file with
Notepad"

(b) Each row of pigeon-holes corresponds to one person, subject, case, object, ...
You will need some useful identifying codes for each row such as age, gender, demographics, diagnosis, time-point.
Winsteps doesn't require these. butits is much more useful when they appear. Give each of these identifiers one or

two letter codes, e.g., F=Female, M=Male, and give each identifier a column of pigeon-holes.

(c) The Data must be carefully lined up.
Itis simpler if each data point, observation, response, rating can be squeezed into one character - numeric or alphabetic.

Now create the data file. It will look like something this:

M 29 B 001 210212110200102
F 27 W 002 122121010201020
F 32 H 003 222210102112100
M 31 W 004 002010021000210

or, less conveniently,

M29B001210212110200102
F27wW002122121010201020
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F32H003222210102112100
M31w004002010021000210

After the END LABELS line, or in a separate file,
on each line enter the person identifying codes. Line them up so that each column has a meaning. This is easier if you set
the font to Courier.

Then enter the responses, starting with the firstitem and continuing to the last.
Do not place spaces or tabs between the responses.
If the lines start to wrap-around, reduce the font size, or increase the page size.

Excel, SPSS, SAS, ACCESS
Your data may already be entered in a spread-sheet, statistics program or database.
"Copy and Paste", Save As, Export or Print to disk the data from that program into "DOS-text with line breaks" or ASClI file.

If the program puts in extra blanks or separators (e.g., Tabs or commas), remove them with a "global replace" in your text
editor or word processor.

To replace a Tab with nothing, highlight the space where a Tab is. Then Ctrl+c to copy. Global replace. Ctrl+V put a Tab into
"From". Put nothing in "To". Action Global Replace.

In Excel, reduce the column width to one column, then
"Save As" Formatted Text (Spaced delimited) (*.prn)

In SPSS, see SPSS pull-down menu.
2. Set up your Winsteps Control and Data file

(a) Edit Template.txt
Pull-down the Edit menu, select "Create new control file from= ...\Template.txt"

The Template.txt will be displayed on your screen by Notepad or your own text editor.

(b) Template.txt is a Winsteps Control and Data file
Find the three sections:

top: down to &END are Control Specifications
we will edit this in a moment

middle: between &END and END LABELS are the Item Labels
copy and paste the item labels from your list into this area.
one item label per line, in the order of the labels.

bottom: below END LABELS are the data
copy and paste the person labels and responses into this area.
one person per line (row).

(c) Edit the Control Specifications

Find the line "Title="
Replace Put your page heading here with your own page heading.

Look at a data line, and count across:

In which column does the person identifying label start, the first position of the person name?

This is the Name1= value e.g. ifitis column 4, then Name1=-4

How long is the person identifying label, the name length?
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This is the Namlen= value |e.g., ifitis 10 columns, then Namlen=10

In which column is the response to the firstitem?

This is the ltem 1= value |e.g., if the firstresponse is in column 12, then ltem1=12

How manyitems are there, the number of items?

This is the NI= value |e.g., ifthe number of items is 50, then NI=50

What are the valid item response codes in the data file?

This is the Codes=value |e.g., ifthe codes are 1,2,3,4, then Codes=1234

If your codes are not numeric, then you will need to rescore them.
See Data recoding

This is usually enough for your first Winsteps run.

(d) "Save As" the Template.txt file with your own file name.
Winsteps accepts any valid file name.

3. Run Winsteps

To the prompt:

Control file name? (e.g., KCT.txt). Press Enter for Dialog Box:
Press the Enter key

Select your control file from the dialog box

Press the Enter key

Report output file name (or press Enter for temporaryfile):
Press the Enter key

Extra specifications (if any). Press Enter to analyze):
Press the Enter key
This is used for making just-in-time changes to your control file instructions, for this run only.

4. Your analysis commences
5. Your analysis concludes.

If there is an error message:

select "Edit Control File=" from the Winsteps Editmenu
correct the control file

save it

select "Exit, then Restart Winsteps" from the File menu

If "Measures constructed” -
use the Output Tables pull-down menus to look at the Output Tables
here is the list of output tables.

6. Exit Winsteps using the X in the top right corner.

10.3  Control file and template.txt

The control file tells what analysis you want to do. The template file, TEMPLATE.TXT. gives you an outline to startfrom. The
easiest wayto startis to look at one of the examples in the next section of this manual, or on the program disk. The control
file contains control variables. These are listed in the index of this manual. Only two control variables must have values
assigned for every analysis: NI= and ITEM1=. Aimost all others can be left at their automatic standard values, which means
that you can defer learning how to use most of the control variables until you know you need to use them.
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When in doubt, don't specify control variables, then they keep their standard values.

Here is a version of TEMPLATE.TXT. Copy and paste this, if your TEMPLATE.TXT is corrupted.

; this is a WINSTEPS specification control file template.
; Save it with your own name, e.g., control.txt

; a semi-colon means a comment: remove semi-colons as needed.
&INST ; optional
TITLE = "Put your page heading here"

;Input Data Format

NAMEl1 = 1 ; column of start of person information
NAMLEN = 30 ; maximum length of person information
ITEM1 = ? ; column of first item-level response
NI = ?°? ; number of items = test length

XWIDE = 1 ; number of columns per response
PERSON = Person ; Persons are called

ITEM = Item ; Items are called
; DATA = ; data after control specifications

; For rescoring

; 0 1 2 3 4 5 6 7
; 1234567890123456789012345678901234567890123456789012345678901234567890
; ISGROUPS=0 ; specify that each item has its own response structure (partial credit)

; IREFER=AABBCC. . ..

; Data Scoring

CODES = "O01" ; valid response codes
; IVALUEA= "01" ; for rescoring for item type A
; IVALUEB= "10" ; for rescoring for item type B
;IVALUEC= " " ; for rescoring for item type C

; ; Codes in IREFER with no IVALUE are not changed

CLFILE = * ; label the categories in Table 3.2

0 Strongly Disagree ; 0 in the data means "Strongly Disagree"
1 Strongly Agree ; 1 in the data means "Strongly Agree"

*

;NEWSCORE = "10" ; use to rescore all items

; KEY1l = ; key for MCQ items

; XWIDE = 2 ; for all codes 00 to 99

; CODES = "000102030405060708091011121314151617181920212223242526272829+
; +303132333435363738394041424344454647484950515253545556575859+
; +606162636465666768697071727374757677787980818283848586878889+
; +90919293949596979899"

; codes reversed, in case needed
; NEWSCR= "999897969594939291908988878685848382818079787776757473727170+
; +696867666564636261605958575655545352515049484746454443424140+
; +393837363534333231302928272625242322212019181716151413121110+
; +09080706050403020100"

; MISSCORE = -1 ; -1 = missing data treated as not administered

;User Scaling
UMEAN = 50 ; user-set item mean - standard is 0.00
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USCALE = 10 ; user-scaled measure units - standard is 1.00
UDECIM = 1 ; reported decimal places - standard is 2

MRANGE = 50 ; half-range on maps - standard is 0 (auto-scaled)
&END

;Put item labels here for NI= lines
END LABELS

;Put data here - and delete this comment to prevent it being processed as a data line.

10.4 Data file

If your data file is small, it is easiest merely to have it at the end of your control file. If your data is extensive, keep itin a
separate data file.

Your data file is expected to contain a record for each person containing a person-id field and a string of responses to
some items. Your data can be placed either at the end of your control file or in a separate disk file.

Winsteps reads up to 30 columns of person-id information as standard. Normally the person-id is assumed to end when
the response data begin or when the end of your data record is reached. However, an explicit length of up to 300 characters
can be given using the NAMLEN= control variable.

Bythe term "response" is meant a data value which can be a categorylabel or value, score on an item or a multiple-choice
option code. The responses can be one or two characters wide. Every record must contain responses (or missing data
codes) to the same items. The response (or missing data code) for a particular item must be in the same position in the
same formatin everyrecord. If every person was not administered every item then mark the missing responses blank or
make them some otherwise unused code, so that the alignment of item responses from record to record is maintained.

Atable of valid responses is entered using the CODES= character string. Any other response found in your data is treated
as missing. Byusing the CODES=, KEYn=, NEWSCORE= and IVALUE= options, virtually any type of response, e.g. "01",
"1234"," 12 3 4", "abcd","a b cd", can be scored and analyzed. Missing responses are usuallyignored, but the
MISSCORE= control variable allows such responses to be treated as, say, "wrong".

When writing a file from SPSS, the syntaxis:

FORMATS ITEM1 ITEM2 ITEM3 (F1). i.e., FORMATS varlist (format) [varlist..]

The procedure is FORMATS and then the variable list. Enclosed in parentheses is the format type. F signifies numeric
while 1 signifies the width. (F2) would signify a numeric with a width of 2 columns for XWIDE=2. See pages 216 and 217 of
the SPSS Reference Guide (1990). See also the SPSS pull-down menu.

10.5 Data from Excel files

Winsteps control and data files can easily be constructed from Excel .Xs files. Use the Excel/RSSST menu: Excel option:

x|
| Execel R | sas || sess |
| siara | NTan || Bt | Hep

In the Excel spreadsheet, the first row is the variable names. Then each row is one person (subject, case). Each column
contains one variable: person name, item response, demographic variable.

Here is Bond4 .Xs - the example from Bond & Fox, "Applying the Rasch Model", chapter 4:
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F2 Microsoft Excel - Bond4.xls

| File Edit View Insert Format Tools Data Window Help

DE2E ER_RY 4+ 2@ = & @0 -2

D9 | =| 1

A | B | ¢ | D | E | F
1 |Person Megation Reciprocal Implication Incompatibility Mul
2 (00 1 1 1 1 1
3 (002 1 1 1 1 1
4 (003 1 1 0 1 0
5 (004 1 1 1 1 1
6 (005 1 1 1 1 1

Each Excel column is an "Excel Variable". The first row contains the variable name.

"Person" is the person identification - we want this to go into the Winsteps Person Label.

"Negation", "Reciprocal”, ... are items on the testinstrument. The responses, 1 or 0, are in each column for each person -
we want these to be the Winsteps Items.

Now follow the procedure at Excel/RSSST menu
For another conversion technique see Data from Excel and other spreadsheets

10.6 Data from R Statistics files

Winsteps control and data files can easily be constructed from R Statistics .rda and .rdata files. Use the Excel/RSSST
menu: R option:

|
| Exest | ® sas || spss |
| STATA || Text-Tab it Haelp

T

Now follow the procedure at Excel/RSSST menu.

10.7 Data from SAS files

Winsteps control and data files can easily be constructed from SAS .sas7bdat files. Use the Excel/RSSST menu: SAS
option:

m Sebect data 1o be converted 1o e

x|
| Exeel | R || sas spss |
wlp

| STATA | TextTab | Exit

SAS file conversion requires the "SAS Local Provider", downloadable free (after free registration) from http://www.sas.com/ -
more precisely from

https://support.sas.com/downloads/package.htm?pid=648

.sas7bdat files from SAS 9.4 or later may not be compatible with the SAS Local Provider. Please create SAS files with the
SAS option:

options ExtendObsCounter=no;

see Usage Note 49496: The option EXTENDOBSCOUNTER=YES might cause the error

An alternative is to export your SAS file in .CSV format or to Excel.

SAS conversion problems may also be due to lack of Microsoft Data Access Components (MDAC) supportin Windows,
available by download free from Microsoft.
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Now follow the procedure at Excel/RSSST menu

2. SAS provides an environment within which Winsteps can run. Kazuaki Uekawa suggests:

Sample instructions:

/*type the location where Winsteps is installed*/
%$let win= C:\Winsteps\Winsteps;

option xwait xsync;
/*This run uses the whole sample*/

x "start &win &WD&scale..con &WD&scale._ whole.out ifile=gWD&scale._whole.ifile pfile=g&WD&scale._whole.pfile "

/*item files produced by Winsteps are now read by SAS*/

10.8 Data from SPSS files

Winsteps control and data files can easily be constructed from SPSS .sav files (but not from PASW .spvfiles or other SPSS
formats). SPSS file conversion requires spssio32.dll which is installed with your copy of SPSS, or is in your SPSS software
package (often in an obscure folder). If this is not present, Winsteps installs a minimal spssio32.dll

The Winsteps version of spssio32.dll only extracts 8-character variable names. If your variable names are longer, then
convert your SPSS file into an Excel file, and use the Excel routine to create your Winsteps file

Here is a summary of the procedure to convert an SPSS file into a Winsteps file:
1. Launch Winsteps

2. If you see a button label "Import from ... SPSS", please click on it with your mouse.
If you don't, please click on "Excel/RSSST" on the menu bar at the top of the Ministep window.

3. The "Select data" buttons display.

[ select data to be converted to Winste x|
L Exeol | r | sas || sess |

STATA || TextTab || E Help

4. Click on the SPSS button.

5. Awindow opens "Select SPSS processing for Winsteps"

6. Click on "Select SPSS file"

7. Awindow opens "Read SPSS dataset file"

8. Navigate to your .savfile, click on its name, then click on the OPEN button.

9. The SPSS variable list displays.

[ 5P5s processing Tor Winsteps

Salect 5755 || Conpxs ; EPEE Fie i & l
e e W Tok saparaed | | TP 1551 .|Cmu|{!nd|

; EPEE File: Crwe'\Abé.0\bsteps'\mrwe'\ IDMTEMF. SRV
Rumber of SFEE Cases: 1322
i r of SPEc variableg: 13
; EFEEF wersions: SFEE DATA FILE MS WINDOWS Releass 0.0 version: 14.0.0.247 fJ.EE.lﬂ

SPSS File: Name of the SPSS .savdata file

74



Number of SPSS Cases: Number of cases (person records) found in the SPSS file.

Number of SPSS Variables: [Number of SPSS variables (items, person labels, demographic indicators, etc.)
SPSS versions:
SPSS DATAFILE SPSS version which created the SPSS .savfile

version: spssio32.dll version number (10.0 is the minimal interface supplied with Winsteps).

Your version of SPSS has a copy of spssio32.dll with a higher version number. Ifitis not
active, please copyitinto the Windows System folder, and delete spssio32.dll in the
Winsteps folder.

(4.5.2) Winsteps interface routine (wininput.exe) performing the conversion. This is usually the
same as your Winsteps version number.

10. Now please follow the file-conversion procedure from Step 3 in Excel/RSSST menu

Example dataset spssdata.sav is courtesy of Parisa Daftarifard.

10.9 Data from STATA files (version 13 and earlier)

STATA have changed the internal format of their .dta files in STATAversion 14. To read a STATA 14 or later file with
Winsteps, first in STATA,

. saveold filename13, version(13)

Then filename13.dta can be processed by Winsteps.

Winsteps control and data files can easily be constructed from STATA .dta files. Use the Excel/RSSST menu: STATA option:

i Select data to be converted to Win k|

STATA | TextTab || Exit | Help

Now follow the procedure at Excel/RSSST menu

You can simplify some of the variable selection if you construct your person variable in STATA using STATAinstructions

similar to:
Gen pname newvar = string(var1,"%05.0f") + string(var2,"%01.0f") + string(var1,"%01.0f") + string(var1,"%01.0f")
This becomes the person-name variable for Winsteps.

Alan Acock writes: Fred Wolfe has provided a Stata module which produces Winsteps control and data files. Itis a Stata
command that does two things:

1. It converts the data you want to analyze using Winsteps to a dataset that Winsteps can read.

2. It generates the Winsteps command file to do the analysis in Winsteps.

To install this command go to the command window in Stata and enter the following command:

ssc install raschcvt

This will find the command on the internet and install the command. You only need to run this once. Here is an example of
how you would use the command. From an open session of Stata enter the following command in your command window:

raschevt varl var2 var3 vard4 id , outfile(c:\Winsteps\testme) id(id) max(4)
This will generate a dataset for Winsteps and putitin the directory where Winsteps is located. The file will be called
testme.dat

This will also generate a command file called
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testme.con

and putitin the same directory as the data. This file mayhave a couple lines at the top and bottom that need to be edited
out. The Rasch analysis will be performed on the variables that you list. In this example the variables are var1, var2, var3,
and var4. The identification variable should be at the end of this list and happens to be called id in this example. Itis
important that each variable has a variable label in the Stata dataset as Wolfe's command assumes this when generating
the command file. The ouffile(c:\Winsteps\testme) after the comma determines the name and location of the two files
created, the id(id) gives the name you select for the identification variable, and the max(4) gives the maximum score, in this
case the variables have a maximum value of 4.

Use your editor to remove anylines at the top or bottom in the testme.con file that are superfluous. When you run Winsteps

simply click on enter or file open, and then browse to find testme.con. When prompted for the output file name enter an
appropriate name. When asked for special features simply press enter. This will run your data in Winsteps.

10.10 Data from Text files (with Tabs, Commas, Semicolons)

Winsteps control and data files can easily be constructed from Text files with Tabs, commas or semicolons, usually .txt
files. Use the Excel/RSSST menu: Text-Tab option:

Excol R || sess
i STATA | Text Tlh._ Exit ] Huelp

Now follow the procedure at Excel/RSSST menu.

The Text files (with Tabs) must be in standard Windows .txt file format, with one row for each person and one column for
each item (variable). The columns are separated by tab characters. Additional columns can contain person identification
and demographics.

The first row contains the names (labels) for the columns, also tab-separated.

Here is a typical file. The white spaces are tab characters.

;r}:

Person
o001
002
o003
o4
oS

tem2 Ivemd Icems ItemS

o I L
ol ol ]

=
D e
¥
o F

10.11 Data from Excel and other spreadsheets

When possible, use the technique described at Data from Excel files. Butitis straight-forward to copy data from an Excel
spreadsheetinto a Winsteps data file.

(i) Organize your data.
Transform all item responses into columns one or two columns wide, e.g., "1" or "23"
Transform all demographics into columns, one column wide, e.g., "M" and "F" for male and female.

(ii) Organize your Excel spread sheet.
Put all item responses (one item per column) into one block to the left of your spreadsheet.
Put all person identifiers (one item per column) into one block, immediately to the right of the lastitem column.

(iii) Organize your column widths.
Make all item column widths the same (usually one or two columns).

Person identifier widths can match the identifiers, but these are best at one column wide.

(iv) Replace missing data with ™" or "." or "-"
Global replace nothing in a cell with a convenient clear missing data indicator, which is not a number.
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(v) Use the Excel format function to insetleading zeroes etc.
Select the item columns, then
Format - Cells - Custom
and enter O for 1 character wide columns, 00 for 2 character-wide columns, etc.

(vi) Selectall cells.

(vii) Copy into clipboard (Ctrl+C), or write to a tab-delimited file
or "Save as" a "Formatted Text (space delimited) (*.prn)" file (respond No to next dialog box)

|
File name: Imik.es.prn j E save I
- Cancel |

Save as type: |Formatted Text (Space delimited) (*.prn)

DBF 4 (dBASE IV) (*.dbf)
DEBF 3 (dBASE I1T) (*.dbf)
DBF 2 {dBASE II) (*.dbf)
‘Formatted Text (Space delimited) (*,
Text (Madntosh) (¥, tut)

Text (M5-DOS) (. tt) -

|»

The data has been saved in the .prn format. This is a txt file.

To the "Keep" question: respond No:

Microsoft Excel

mikes, prn may contain features that are not compabible with Formatbed Text
keep the workbook in this format?

\},) +To keep this format, which kaves out any incompatible features,
» To pressrve e features, didk No, Then save a copy in the
+To see what might be lest, dick Help.

e

To the "Save As" question, respond "Microsoft Excel Workbook", "Save"

\'s.wr As | _ul[[
]
L
]

[@ Deskton ] & 6 | @ X 5 FE - Toos -
My Docurmenits

i3 My Computer

My Netveork Places
galf 2006
holder
Fractcal Rasch Measurement - Assignment 1_files
Prm
shor beuits HEOD00000S00511

B rabss vl
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(viii) Open Notepad or your own text editor.
Paste (Ctrl+V) or open the tab-delimited file.

(ix) Removing tabs
Highlight a tab (area between two columns)
Copy (Ctrl+C)
Replace all tabs: (Ctrl+V) tab if necessary with nothing.

(x) The file should now look like a standard Winsteps rectangular data file.
Save as a textfile.

To obtain a data matrix like this from Excel:
110101010
001011001

1. Set the Excel column widths so that the Excel matrixlooks like this.
2."Save As" the matrixas "Formatted Text (Space delimited) (*.prn)"

10.12 Data file with other delimiters

Global replace the delimiters with tabs and use the Excel/RSSST menu: Data as Text with Tabs option.

Itis often convenient to organize your data with delimiters, such as commas, semi-colons or spaces, rather than in fixed

column positions. However, often the delimiter (a Tab, space or comma) only takes one column position. In which case, it

may be easier to include itin the CODES= or use MEORMS= or FORMAT=. See also DELIMITER=.

11 * Control Variables

11.1 AGREEFILE= paired-person agreement counts

(controlled by PSELECT=, ISELECT=, PSUBTOTAL =)

AGREEFILE= reports the paired-person information underlying Table 35. Use PSELECT= and ISELECT= to choose

subsets to compare for agreement. Sub-samples (groups of persons) can be specified with PSUBTOTAL=. Only pairs in

the same groups are shown if AGREEGROUP=Yes.

AGREEFILE="? opens a Browse window.

When AGREEFILE=is launched from the Output Files menu, the AGREEFILE= dialog boxdisplays.

Contents of AGREEFILE=

; AGREEMENT FILE FOR An MCQ Test: administration was Computer-Adaptive ISELECT=* PSELECT=* AGREEGROUP=Y
TWOOBS TWOSAME TWOSCOR ONEHIGH TWOHIGH ONELOW TWOLOW ONEMISS TWOMISS MEASURE MEASURE AVERAGE T35.1 T35.2 T35.3 T35.4 T35.5 STUDEN1

STUDEN2 P-LABEL P-LABEL2

9 7 8 5 4 5 3 60 33 .40
7 IM CAT IH JAN

9 7 7 6 4 5 3 60 24 .40
8 IM CAT IL ROB

7 3 4 5 2 5 1 62 35 .40

14 IM CAT IL TAK

.44

.96

.05

.42 77.8 88.9 80.0 60.0 55.0

.28 77.8 77.8 66.7 60.0 40.0

.18 42.9 57.1 40.0 20.0 56.5

1

1

1

Field Columns Description
TWOOBS 1-8 count of items for which both persons have non-missing
observations
TWOSAME 9-16 count of items for which both persons have the same non-
missing observations
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TWOSCORE 17-24 count of items for which both persons have non-missing
observations scored the same

ONEHIGH 25-32 count of items for which one or both persons have non-
missing observations scored in the highest (correct)
category

TWOHIGH 33-40 count of items for which both persons have the same non-
missing observations scored in the highest (correct)
category

ONELOW 41-48 count of items for which one or both persons have non-
missing observations scored in the lowest (wrong) category

TWOLOW 49-56 count of items for which both persons have the same non-
missing observations scored in the lowest (wrong) category

ONEMISS 57-64 count of items for which one or both persons have a missing
observation

TWOMISS 65-72 count of items for which both persons have missing
observations

MEASURE(1) 73-80 person ability measure for first person
MEASURE(2) 81-88 person ability measure for second person
AVERAGE 89-96 average person ability of the two persons: Table 35 x-axis
measure
T35.1 97-102 Table 35.1 y-axis percent= % Same (Paired Kid) Observed
Responses
T35.2 103-108 Table 35.2 y-axis percent= % Same (Paired Kid) Scored
Responses
T35.3 109-114 Table 35.3 y-axis percent = % Same (Paired Kid) Observed
Highest (Right) Responses
T35.4 115-120 Table 35.4 y-axis percent= % Same (Paired Kid) Observed
Lowest (Wrong) Responses
T35.5 121-126 Table 35.5 y-axis percent= % Same (Paired Kid) Missing
Responses when either person has a Missing Response
PERSON(1) 127-134 person entry number for first person
PERSON(2) 135-142 person entry number for second person

P-LABEL(1) 143-....(length of longest person label) [person label for first person

P-LABEL(2) (one blank, then) ...-.... person label for second person

Example 1: an MCQ test with 60 questions, scored 1, 0. One person answered questions 1-40 and the other answered 10-
50. Theywere scored 1-1 on 10 items, 1-0 on 8 items, 0-1 on 5 items, 0-0 on 8 items = 31 items.

TWOOBS: both students must be observed on the item. They were both observed on items 10-40, so that 31 will appear
here.

TWOSAME: counts of items to which both students made the same response. There was only one correct response to
each item, so SAME = 10 (1-1) correct answers + 2 (out of 8 0-0) incorrect same choice of distractors = 12.

TWOSCORE: the count of items on which they scored the same (for a dichotomy, both correct or both incorrect). They made
the SAME score on 10 (1-1) + 8 (0-0) = 18.

ONEHIGH: one or both persons scored in the highest category, "1", in 10+8+5 = 23 items. The "highest" category is the
highest score possible on each item, for dichotomies usually scored 1. For Likert rating scales, the high categoryis usually

scored 5.

TWOHIGH: 10 pairs of responses are in the highest category (1-1).
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ONELOW: one or both persons score in the lowest category, "0", in 8+5+8 = 21 items. The "lowest" categoryis the lowest
score possible on each item, for dichotomies usually scored 0. For Likert rating scales, the low categoryis usually scored
1.

TWOLOW: 8 pairs of responses are in the lowest category (0-0).

ONEMISS: there are 60 questions, the both responded to 31, so one or other or both students had missing data on
ONEMISS =60 - 31 =29 items.

TWOMISS: items 51-60 were missing for both students. TWOMISS = 10.

11.2 AGREEGROUP= compare with other groups in Table 35 =Yes

AGREEGROUP = Yes
For the overall plots in Table 35, and AGREEFILE=, AGREEGROUP=Yes if persons are to be compared only with
others in their own classification groups.

AGREEGROUP = Yes

For the overall plots in Table 35, and AGREEFILE=, AGREEGROUP=No if persons are to be compared with all other
persons.

11.3 ALPHANUM= alphabetic numbering
Normally XWIDE=1 limits the numerical score range to 0-9, but with ALPHANUM= this can be extended much further.
ALPHANUM= is followed by a string of characters that represent the cardinal numbers in order starting with 0, 1, 2, 3, ...

Example: Represent the numbers 0-20 using X\WIDE=1

ALPHANUM = 0123456789ABCDEFGHIJK ; then A=10, B=11l, .., K=20
XWIDE =1

CODES = 0123456789ABCDEFGHIJK

NI =5

ITEM1 = 1

&END

21BF3 Mary ; Mary's responses are 2, 1, 11, 15, 3
K432A Mark ; Mark's responses are 20, 4, 3, 2, 10

11.4 ANCESTIM= alternative method for anchored analyses

ANCESTIM = No (the default) Not done. Estimation with anchors is done using standard procedure.

ANCESTIM = YES When there are IAIFLE= or PAFILE= anchor values, MUMLE is done with an
alternative estimation method.

The standard Winsteps anchoring procedure, ANCESTIM=No, is usually successful, but sometimes reports convergence
when the Displacements for the anchor values (set by IAFILE=, PAFILE=) and/or freely estimated persons and items are
unnecessarily large.

The special alternative anchoring estimation method, ANCESTIM=YES, attempts to minimize the Displacements from the
anchor values by global shifting of the estimates of the unanchored persons (PAFILE=) or items (IAFILE=) or both (PAFILE=
and |IAFILE= together).

Advice: if ANCESTIM=No (the default) produces unsatisfactory Displacements, please try ANCESTIM=YES, and vice-versa.

11.5 ASCII= characters

Encoded drawing characters can produce prettier-looking output tables.

|ASCII=Yes |use ASCII characters (the standard) for drawing table boxes.
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ASCIlI=Webpage [use HTML characters for drawing table boxes, output to web browser.

ASCII=Doc use HTML characters for drawing table boxes, output to Microsoft Word (or equivalent).

ASCII=No use MS-DOS box characters for drawing table boxes.

BOXSHOW=No removes the lines around the table boxes.

ASCIlI=Yes (displays in your text editor)

ASCII=Yaz ; Letier fothic Line

. *

ICATEGORY OBSERVED |OBESWD SAMPLE|INFIT QUTFIT] COMERENCE |ESTIN|
|LABEL SCORE COUNT X|AVRGE EXPECT| MWNSQ MHSQ| M=>C C-»M|DISCE|
| - + . +

I o o 703 500 =3.29 =3.27| ) TRl RO0E  90%| | O Wrong
I 1 1 703 sol z.oee F.oer| L4 7o) RO 90%X| 1.04| 1 Rigkt
i
ASCII=¥es ; Lucida Consale

A e e e e e e ——————— ————

CHSERVED | 0B5VD SAMPLE |INFIT OQUTFITI COHERENCE [ESTIMI|

|CATEGORY

|LABEL SCORE COUNT X|AVRGE EXPECT| MNSG MNSQ[| M= C=>MIDISCRI

I + + 5 + [

| o 0 203 50| -3.29 -3.27) .98 TEl 90% 90k | O wrong
1 1 1 203 50| 2.99 2.97| -a4 70l 90% 90X 1.04] 1 might

Fonts: Letter Gothic Line, Lucida Console, Consolas, Courier New, SImPL, SimSUN, Bitstream Vera Sans Mono, Crystal,
Onuava, Andale Mono.

ASCIlI=Webpage (displays in your web browser)

ASCTII=Wabpage ; Courier Hew

CATEFDRY DESERVED|QBSVD SAMPLE | INFIT QUTFIT| TOHERENTE|ESTIM
LAREL SCORE COUNT % |AVRGE EXPECT MNS0 MHSD M=2T C=2M|DISTH
[ Q 203 50| -3.Z9 -3.27 -1 -TE 0% 0% 0 Weang
1 1 203 50 Z2.99 2.97 -9 T 0% 90%| 1.04| 1 Right
ASCITI=webpage : Lucida Condale
CATECORY OBSERVED (OBSVD SAMPLE (INFIT GUTFLIT | COHEREMLE |ESTIM
LABEL SCORE COUNT %|AVRGE EXPECT MNS0G MMNS50) M-=C C->M|DISCR
[ 203 so| -3.20 -3.27 .08 _76| Q0% Q0% 0 Wrang
1 1 03 50| 299 FloF| 94 FO| O0% 90%| 1.04| 1 might
Fonts: Courier New, Lucida Console, Andale Mono, DejaVu Sans Mono
WEBFONT= sets the font priority.
ASCII=Doc (displays in Microsoft Word or equivalent)
ASCII=Webpage ; Courier Hew
CATEGDRY DESERVED|0BEVD SAMPLE | IRFIT QUTFIT| TOHERENCE|ESTIM
LABEL SCORE COUNT % |AVRGE EXPECT HMHNS0 MHNSQ| M=2>T C=3M|DISCHR
[ ] 203 50) -3.x9 -3.27 -5B -T16 0% S0% 0 HWeeng
1 1 Z03 50 Z.99 Z.97 54 =T 0% S0%| 1.04]| 1 Right
ASCII=webpage : Lucida Conzole
CATECDRY OBESERVED (OB5WVD SAMPLE (INFIT QUTFIT| COHEREMLE |ESTIM
LABEL SCORE COUNT %|AVRGE EXPECT MNS0 MMNS0) M-=C C->M |DISCR
o0 203 50| -3.29 -3.27| .98 76| 90% 90k 0 Wrong
1 1 203 50| 2,99 .97 .94 70| 90% 90%| 1.04| 1 might
Fonts: Courier New, Lucida Console, Andale Mono, DejaVu Sans Mono
WEBFONT= sets the font priority.
Example: Output a Table to Microsoft Word:
1. Do the Winsteps analysis
2. Specification Menu box: ASClI=Doc
3. Output Tables menu: select Table or enter Sub-Table
4. Table is output to Microsoft Word
5. In Winsteps, Specification Menu box: ASClI=Yes
ASCII=No (displays in your text editor)
ASCII=Ro ; Lettor Gothic Lime
CATEGORY  OBSEAVED |OBSVD SAMPLE|INFIT QUTFIT| COMEREMCE|E5TIR
LABEL SCORE COUNT X|AVRGE EXPECT MNST MNSQ| M=»*C C->M|DISCE
o o 203 50| -3.29 -3.27 BB TE 0%  P0X 0 Wramng
1 1 203 50 2.99 2.97 .94 ] 90% 90E| 1.04] 1 Right
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Fonts: Letter Gothic Line, MS Line Draw.

To make permanent (default) changes in Notepad font face and/or size:

Windows "Start" C R it . | 2]
Click on "Run" S D— | O et
Type in "regedit" ] O =|
Click on "OK" 1= \
ok | Camod Brove.-. |
Registry Editor: - Ejrescapement
Click on the + in front of "HKEY_CURRENT_USER" 0 wsvsoc [sB]fracehiame
Click on the + in front of "Software" "
Click on the + in front of "Microsoft" & (] Nemoe
Click on "Notepad" - pfx.::.
For the type face: % i uste B
Double-click on "IfFaceName” (1 ofice Genuine Advantage “'“"""‘*\_
Type in "Courier New" (or "Letter Gothic Line") o ST
Click on "OK" & 771 phatn Fritar [ —
For the font size: i :?_‘IJ i - FointSee
Double-click on "iPointSize" -+ £ WS Desin Took ndowPosDX
Click on "Decimal” 5 ] MS Setup (ACME)
i i ; inli 412 MSDAPP
Type in 80 (for point-size 8 multiplied by 10) B MSDetect
Click on "OK" -E3 MsE
+ (2] MsHandwriting TP
. H _J MSPaper
Close registry 7] MSVSDG
Click on top right X i j —
- me
H “J Fcw
' Notepad
(771 nrhackun

11.6  ASYMPTOTE-= item upper and lower asymptotes

Persons responding to multiple-choice questions (MCQ) can exhibit guessing and carelessness. In the three-parameter
IRT model (3-PL), guessing is parameterized as a lower asymptote to the item's logistic ogive of the probability of a correct
answer. In the four-parameter IRT model (4-PL), carelessness is parameterized as an upper asymptote. Winsteps reports
a first approximation to these parameter values, but does not use the estimates to alter the Rasch measures. The literature
suggests that when the lower asymptote is .10 or greater, itis "substantial" (How Many IRT Parameters Does It Take to
Model Psychopathology ltems? Steven P. Reise, Niels G. Waller, Psychological Methods, 2003, 8, 2, 164-184).

ASYMPTOTE=Y | report the values of the Upper and Lower asymptotes in the Item Tables and IFILE=

ASYMPTOTE=N [ do notreport values for the Upper and Lower asymptotes.

Example 1: Estimate the 4-PL IRT parameters for the Knox Cube Test data:
Run Exam1.txt
After the analysis completes, use the "Specification" pull-down menu:
Enter: DISCRIM = Yes to report the Item Discrimination
Enter: ASYMP = Yes to report the asymptotes
On the "Output Tables" menu, select an item table, e.g., Table 14.

B T et et e +
| ENTRY RAW | INFIT | OUTFIT |PTMEA|ESTIM| ASYMPTOTE | I
|INUMBER SCORE COUNT MEASURE ERROR|MNSQ ZSTD|MNSQ ZSTD|CORR.|DISCR|LOWER UPPER| TAP I
| = o o P R o oo I
| 4 32 34 -4.40 .81] .90 .0] .35 .8] .55| 1.09] .00 1.00| 1-3-4 I
| 6 30 34 -3.38 .64]1.17 .6] .96 .6] .53| .87| .10 1.00| 3-4-1 I
| 7 31 34 -3.83 .70]1.33 .9012.21 1.2| .40| .54| .09 .98 1-4-3-2 I
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Example 2: Polytomous data: Liking for Science
Run Example0.txt
After the analysis completes, use the "Specification" pull-down menu:
Enter: DISCRIM = Yes to report the Item Discrimination
Enter: ASYMP = Yes to report the asymptotes
On the "Output Tables" menu, select an item table, e.g., Table 14.

| ENTRY TOTAL TOTAL | INFIT | OUTFIT | PTMEASURE-A|ESTIM| ASYMPTOTE | |
|INUMBER SCORE COUNT MEASURE |MNSQ ZSTD|MNSQ ZSTD|CORR. EXP.|DISCR|LOWER UPPER| ACT |
| === e Fommmmm e e R L +o=-- e e |
| 1 109 75 -.40 | .55 -3.5| .49 -2.5| .64 .49] 1.52| .00 2.00| WATCH BIRDS |
| 5 37 75 2.42 12.30 5.6|3.62 7.3] .05 .61| -.54| .49 2.00| FIND BOTTLES AND CANS |
| 23 42 75 2.18 ]2.41 6.3]4.11 9.0 .00 .61] -.90|] .56 1.64| WATCH A RAT |
Estimation

ltem Response Theory (IRT) three-parameter and four-parameter (3-PL, 4-PL) models estimate lower-asymptote
parameters ("guessability", "pseudo-guessing") and upper-asymptote parameters ("mistake-ability") and use these
estimates to modify the item difficulty and person ability estimates. Rasch measurement models guessabilityand mistake-
ability as misfit, and does not attempt to make adjustments for item difficulties and person abilities. But initial
approximations for the values of the asymptotes can be made, and output by Winsteps with ASYMPTOTE=Yes.

The algebraic representation of the discrimination and lower asymptote estimate by Winsteps are similar to 3-PL IRT, but
the estimation method is different, because Winsteps does not change the difficulties and abilities from their 1-PL values.
Consequently, in Winsteps, discrimination and asymptotes are indexes, not parameters as theyare in 3-PL.

Alower-asymptote model for dichotomies or polytomies is:

Ti=¢+(m;-c)(E;/m)
where T, is the expected observation for person n on item J, ¢, is the lower asymptote for item /, m, is the highest category
for item i (counting up from 0), and E , is the Rasch expected value (without asymptotes). Rewriting:

¢, =m(T,-E,)/(m, -E.J)

This provides the basis for a model for estimating c,. Since we are concerned about the lower asymptote, let us constructa
weight, W,
B, = B(E,=0.5) as the ability of a person who scores 0.5 on the item,
thenB,=B -D, and W =B, - B, forall B, < B, otherwise W =0, for each observation X with expectation E_,
G~ X(Wym, (X, -E )/ Z(W,; (m; - E))

Similarly, for d,, the upper asymptote,
d=Z(W, m, X )/%(W,E)) for B.>B(E, ,=m-0.5)

The lower asymptote is the lower of ¢, or the item p-value. The upper asymptote is the higher of d, or the item p-value. If the

data are sparse in the asymptotic region, the estimates may not be good. This is a known problem in 3-PL estimation,
leading many analysts to impute, rather than estimate, asymptotic values.

Birnbaum A. (1968) Some latent trait models and their uses in inferring an examinee's ability. In F.M. Lord & M.R. Novick,
Statistical theories of mental test scores (pp. 395-479). Reading, MA: Addison-Wesley.

Barton MAA. & Lord F.M. (1981) An upper asymptote for the three-parameter logistic item-response model. Princeton, N.J.:
Educational Testing Service.

11.7 BATCH= Batch/script mode analysis

1. In standard mode: If you want Winsteps to close itself after performing an analysis and writing out any output specified in
the control file, e.g., by TABLES=, then specify BATCH=YES in the control file. You can launch batch files from the Batch
menu.

If you want to run Winsteps so thatitis visible, but automatically closes then:
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Winsteps.exe inputfile.txt outpuffile.txt
and include the command "batch=yes" in the inpuftfile.txt

2. In Batch/Script mode: If you want Winsteps to run in "background" with the minimum user interaction, then specify
BATCH=YES in the Shortcut, DOS or Shell command which invokes Winsteps.

If you want to run Winsteps "hidden" then call it from the MS-DOS prompt:
Winsteps.exe batch=yes inpulffile.txt outpuffile.txt

If you want to run many Winsteps analyses consecutively, then use BATCH=Yes. Here is an example using Winsteps to
simulate multiple datasets and analyze them.

Running Winsteps in Batch mode: /fthis won't work for you, see Difficulty below.
In most versions of Windows, .bat and .cmd function in the same way.
Please use whatever works in your version of Windows. First, test what works on your computer:

Create a simple text file on your Desktop with Notepad
contents are:

START /WAIT NOTEPAD
START /WAIT NOTEPAD

Name it "test.bat"

Double-click on it. Does Notepad launch? Close Notepad. Does another Notepad launch. If so, all is OK. Use a .bat batch
file with START

If not, rename "test.bat" to "test.cmd".
Double-click on it. Does Notepad launch? Close Notepad. Does another Notepad launch. If so, all is OK. Use a .cmd batch
file with START

If not,
rename "test.cmd" to "test.bat"
change the contents of "test.bat" to

NOTEPAD
NOTEPAD

Double-click on it. Does Notepad launch? Close Notepad. Does another Notepad launch. If so, all is OK. Use a .bat batch
file without START.

If none of these work for you, then your version of Windows may not support batch files. Please contact www.winsteps.com.

Example: Blanks act like new lines in a control file. Commas act like blanks:
START /WAIT ..\Winsteps BATCH=YES SF.txt SF.OUT TFILE=* 1 * PERSON=CASE IDELETE=3,64,624

Under Windows-2000, -XP and later Windows-NT

Itis often useful to run multiple Winsteps tasks, one after the other, without keyboard intervention. This can be
accomplished by running Winsteps in CMD batch mode.

i) On the main Winsteps screen, click on the "Batch" menu item.

ii) On the pull-down menu, select "Edit batch file".

i) In the dialog box, select Winbatchcmd.cmd and click on "Open"
iv) The following batch file is available to edit:

echo This is the version for Windows-NT, 2000
echo This is a batch file to run Winsteps in batch mode
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echo Edit the next lines and add more.

echo Format of lines is:

echo START /WAIT c:\Winsteps\Winsteps BATCH=YES c:\folder\Control-file c:\folder\Output-file
Extra=specifications

START /WAIT . .\Winsteps BATCH=YES EXAMPLEO.txt EXAMPLEO.OUT TABLES=11l1

START /WAIT . .\Winsteps BATCH=YES SF.txt SF.OUT TFILE=* 1 * PERSON=CASE

START /WAIT ..\Winsteps BATCH=YES KCT.txt KCT.OUT TFILE=* 3 20 * MRANGE=4

These characters have special meanings in batch files: @ & * ()

v) The lines starting with "echo" are comments.

v) Lines starting "START /WAIT c:\Winsteps\Winsteps BATCH=YES" execute Winsteps from the Winsteps folder
vi) The formatis START /WAIT Winsteps BATCH=YES control-file output-file extra-specifications
vii) Each new Winsteps line is an additional run of the Winsteps program

viii) Edit and save this file. You can save it with any name ending ".cmd"

ix) From the "Batch" pull-down menu, select "Run batch file".

x) Right-click on the desired batch file

xi) In the right-click menu, left-click on "open"

x) The batch file will run - if nothing happens, the batch file is incorrect.

xi) Exit from the Winsteps dialog by clicking on "Cancel".

xii) You can minimize the batch screen by clicking on the underline in the top right corner.

xiii) You can cancel the batch run by right clicking on the Batch icon in the Task bar, usually at the bottom of the screen.

Example: 1 want to automatically run multiple DIF reports for the same set of data.

Since Winsteps can only perform one DIF analysis at a time in batch mode, you can use anchor files:

Firstline in batch file, produce measure files

Winsteps BATCH=YES infile outfile dif=$slwl ifile=ifile.txt pfile=pfile.txt sfile=sfile. txt
Later lines in batch file, use measure files as anchor files

Winsteps BATCH=YES infile outfile2 dif=$s2wl ifile=iafile.txt pfile=pafile.txt safile=sfile.txt
tfile=* 30 *

Winsteps BATCH=YES infile outfile3 dif=$s3wl ifile=iafile.txt pfile=pafile.txt safile=sfile. txt
tfile=* 30 *

A Winsteps batch processor for Windows
Batch files under Windows are used to test out new features in Winsteps. Here is whatis done:
a) Create a new subfolder of c:\Winsteps, called c:\Winsteps\test

b) Copyinto folder "test" all the control and data files to be analyzed. For instance all the Winsteps example control and data
files, which are found in c:\Winsteps\examples

c) Use Notepad to create a file in c:\Winsteps\test to do the analysis. This file is "saved as" test.bat
This file contains, for instance:

start /w c:\Winsteps\Winsteps batch=yes examl.txt examl.out DISC=YES TABLES=111
start /w c:\Winsteps\Winsteps batch=yes exam9.txt exam9.out DISC=YES TABLES=111
start /w c:\Winsteps\Winsteps batch=yes sf.txt sf.out DISC=YES TABLES=111

You can replace .\Winsteps with the pathname to your copy of Winsteps.exe

d) double-click on test.bat in c:\Winsteps\test to run this batch file.

e) Winsteps "flashes" on the task bar several times, and progress through the batch file is shown in a DOS-style window.
e) the .outfiles are written into c:\Winsteps\test

Example 1. Windows XP file: test.cmd to do 10 analyses from the same control and data files

rem - change the directory to the control and data files
chdir c:\Winsteps\examples
chdir
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echo check that the change directory worked

pause

START /Wait c:\Winsteps\Winsteps.exe examl.txt SCReadDIFg2.out.txt pselect=$2%*
Title=READING_DIF grade_2

echo check that Winsteps was called as expected: add BATCH=Y to the line above when it works
correctly

pause

START /Wait c:\Winsteps\Winsteps.exe BATCH=Y examl.txt examlg3.out.txt pselect=$3*
Title=READING_DIF grade 3

START /Wait c:\Winsteps\Winsteps.exe BATCH=Y examl.txt examlgd.out.txt pselect=$4%*
Title=READING_DIF grade_ 4

START /Wait c:\Winsteps\Winsteps.exe BATCH=Y examl.txt examlg5.out.txt pselect=$5%
Title=READING_DIF_ grade 5

START /Wait c:\Winsteps\Winsteps.exe BATCH=Y examl.txt examlg6.out.txt pselect=$6*
Title=READING_DIF grade_6

START /Wait c:\Winsteps\Winsteps.exe BATCH=Y examl.txt examlg7.out.txt pselect=$7%*
Title=READING_DIF_ grade_7

START /Wait c:\Winsteps\Winsteps.exe BATCH=Y examl.txt examlg8.out.txt pselect=$8*
Title=READING_DIF grade_8

START /Wait c:\Winsteps\Winsteps.exe BATCH=Y examl.txt examlglO.out.txt pselect=$10%*
Title=READING_DIF grade 10

START /Wait c:\Winsteps\Winsteps.exe BATCH=Y exam2.txt exam2g2.out.txt pselect=$§2%*
Title=MATH DIF_ grade_2

START /Wait c:\Winsteps\Winsteps.exe BATCH=Y exam2.txt exam2g3.out.txt pselect=$3*
Title=MATH DIF grade_3

START /Wait c:\Winsteps\Winsteps.exe BATCH=Y exam2.txt exam2g4d.out.txt pselect=$4%*
Title=MATH DIF grade_4

START /Wait c:\Winsteps\Winsteps.exe BATCH=Y exam2.txt exam2g5.out.txt pselect=$5%*
Title=MATH_DIF grade_5

START /Wait c:\Winsteps\Winsteps.exe BATCH=Y exam2.txt exam2g6.out.txt pselect=$6*
Title=MATH DIF grade_6

START /Wait c:\Winsteps\Winsteps.exe BATCH=Y exam2.txt exam2g7.out.txt pselect=$7%*
Title=MATH_DIF_ grade_7

START /Wait c:\Winsteps\Winsteps.exe BATCH=Y exam2.txt exam2g8.out.txt pselect=$8*
Title=MATH DIF grade_8

START /Wait c:\Winsteps\Winsteps.exe BATCH=Y exam2.txt exam2gl0O.out.txt pselect=$10*
Title=MATH DIF grade_10

If you want to combine all the output files into one file:
copy /Y *.out.txt all.txt

Example 2. To estimate the expected values of the eigenvalues in Table 23.0 by simulation
Your files are in folder: D:\rasch_simulation

Winsteps.exe is in folder C:\Winsteps

The outputis Table 23.0

The batch file is:

D:

MKDIR \rasch_simulation

CD \rasch_simulation

REM

START /WAIT C:\Winsteps\winsteps.exe BATCH=YES marlon0.txt marlon0.out.txt PFILE=pf.txt IFILE=if.txt SFILE=sf.txt
REM

set /a test=1

:loop

REM

START /WAIT C:\Winsteps\winsteps.exe BATCH=YES marlon0.txt marlonO%loop%.out.txt PAFILE=pf.txt IAFILE=if.txt SAFILE=sf.txt
SIFILE=SIFILE%test%.txt SISEED=0

REM

START /WAIT C:\Winsteps\winsteps.exe BATCH=YES marlon0.txt data=SIFILE%test%.txt SIFILE%test%.out.txt TFILE=* 23.0 *
REM

set /a test=%test%+l

if not "%test%"=="11" goto loop

PAUSE
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Difficulty running Batch or Command files?
Microsoft Windows is designed to run interactively, notin batch mode. Microsoft are not consistent with the way they
implement batch files in different versions of Windows. So our challenge is to discover a method of running batch files that
works for the version of Windows we happen to have. Since Windows is very bad at running batch or command files. You
need to validate your instructions one step ata time:

First make sure that your batch file runs without "BATCH=YES" so that you can see Winsteps in operation.

Paths with blanks? Putin quotes:
START /WAIT "e:\my folder\Winsteps folder\Winsteps.exe" BATCH=YES ....

i) Run Winsteps in standard mode from the DOS command prompt.

ii) Have the full paths to everything in your batch or command file, e.g., called mybatch.cmd,
START /WAIT c:\Winsteps\Winsteps BATCH=YES c:\Winsteps\examples\example0.txt c:
\Winsteps\examples\example0.out.txt
also have full paths to everything in your Winsteps control file, e.g.,
DATA = c:\\Winsteps\examples\mydata.txt

Note: In this Batch command:

START /WAIT c:\\Winsteps\Winsteps BATCH=YES c:\Winsteps\examples\controlfile.txt outputfile.txt
file "outpulffile.tt" will be placed in directory "c:\\Winsteps\examples\"

iii) Windows "Start" menu. "Run”. Copy and paste the following line into the Windows Run boxon the Windows Start menu.
Click OK:

c\Winsteps\Winsteps c:\Winsteps\examples\example0.txt c:\Winsteps\examples\example0.out.txt table=1

Does Winsteps startin the ordinary way? This tests the Windows command line interface.

iv) Windows "Start" menu. "Run". Copy and paste the following line into the Run box. Click OK:
c\Winsteps\Winsteps BATCH=YES c:\Winsteps\examples\exam 15.txt c:\Winsteps\examples\exam 15.out.txt table=1

Does the Winsteps icon appear on the Task bar and then disappear? This tests Winsteps background processing.

v) On your desktop, right-click, "New", "Text document". Double-click on icon. Paste in:
START /WAIT c:\Winsteps\Winsteps c:\Winsteps\examples\example0.txt c:\Winsteps\examples\example0.out.txt table=1

"Save as" Test.cmd. Double-click on Test.cmd

Does Winsteps run in the ordinary way? This testthe Windows START function. If this fails, "Save as" Test.batinstead of
Test.cmd.

vi) On your desktop, right-click, "New", "Text document". Double-click on icon. Paste in:

START /WAIT c:\Winsteps\Winsteps BATCH=YES c:\Winsteps\examples\exam15.ixt c:\Winsteps\examples\exam15.out.txt
table=1

"Save as" Test2.cmd. Double-click on Test2.cmd (or "Save as" Test2.bat if that works better on your computer.)

Does the Winsteps icon flash on the task bar line, and then disappear? Winsteps has run in background.

vii) Now build your own .cmd batch file, using lines like:

START /WAIT c:\Winsteps\Winsteps BATCH=YES c:\Winsteps\examples\example0.txt c:

\Winsteps\examples\exampleO.out.txt

viii) If your command line contains sub-lists, indicate those with commas, e.g.,
IWEIGHT=*23,2547,1.3*

Running Winsteps within other Software
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Automating the standard version of Winsteps is straightforward using the control instruction BATCH=YES. Winsteps will run
under Windows in background.

Let's assume your software is written in Visual Basic (or any other programming, database or statistical language)
(a) write out a Winsteps control file as a .txt file

(b) write out a Winsteps data file as a .txt file

(c) "shell" out to

"START /WAIT Winsteps BATCH=YES controlfile.txt outpuffile.txt data=datafile.txt ifile=ifile.txt pfile=pfile.txt"

(d) read in the ifile.txt, pfile.txt or whatever Winsteps output you need to process.

This is being done routinely by users of SAS.

Running Winsteps within R
Use the R "system" command. To test that Winsteps runs correctly, specify:
try(system("c:/Winsteps/Winsteps.exe BATCH=NO yourcontrolfile youroutputfile", intern = TRUE, ignore.stderr = TRUE))

or, if the file names contain spaces, then use single quotes and double quotes:

try(system(‘'c:/Winsteps/Winsteps.exe BATCH=NO "your control file
TRUE))

your output file"', intern = TRUE, ignore.stderr =

For regular use:

try(system ("START /WAIT c:/Winsteps/Winsteps.exe BATCH=YES yourcontrolfile youroutpuffile", intern = TRUE,
ignore.stderr = TRUE))

or

try(system ('START /WAIT c:/Winsteps/Winsteps.exe BATCH=YES "your control file" "your output file" ', intern = TRUE,
ignore.stderr = TRUE))

or

shell("c:/Winsteps/winsteps.exe control.txt output.txt")
this automatically waits for Winsteps to complete before returning to an R prompt

See also r2Winsteps

11.8 BOXSHOW-=draw boxes around Output Tables

Output Tables can be output with or without box borders. Here is an example with Table 13. Excel "Data", "Text to columns"
is easier with BOXSHOW=No.

BOXSHOW-= Yes

|JENTRY TOTAL TOTAL MODEL| INFIT | OUTFIT |PT-MEASURE |EXACT MATCH | I
|NUMBER SCORE COUNT MEASURE S.E. |MNSQ ZSTD|MNSQ ZSTD|CORR. EXP.| OBS% EXP%| TAP I
| === e Fmmm - fmmm - fommm e Fommm o fmmmm e |
| 18 0 35 6.13 1.84] MAXIMUM MEASURE| .00  .00[100.0 100.0| 4-1-3-4-2-1-4]|
| 15 1 35 4.80 1.07| .74 -.1| .11 -.6| .32  .24] 97.1 97.0| 1-3-2-4-1-3 |
| 16 1 35 4.80 1.07| .74 -.1] .11 -.6| .32 .24| 97.1 97.0| 1-4-2-3-1-4 |
| 17 1 35 4.80 1.07| .74 -.1| .11 -.6| .32 .24| 97.1 97.0| 1-4-3-1-2-4 |
| 14 3 35 3.37 .7011.56 1.2]1.49 .8] .22 .38] 85.3 92.0| 1-4-2-3-4-1 |
BOXSHOW= No
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ENTRY TOTAL TOTAL MODEL INFIT OUTFIT PT-MEASURE EXACT MATCH
NUMBER SCORE COUNT MEASURE S.E. MNSQ ZSTD MNSQ ZSTD CORR. EXP. OBS% EXP% TAP

18 0 35 6.13 1.84 MAXIMUM MEASURE .00 .00 100.0 100.0 4-1-3-4-2-1-4
15 1 35 4.80 1.07 .74 -.1 .11 -.6 .32 .24 97.1 97.0 1-3-2-4-1-3
16 1 35 4.80 1.07 .74 -.1 .11 -.6 .32 .24 97.1 97.0 1-4-2-3-1-4
17 1 35 4.80 1.07 .74 -.1 .11 -.6 .32 .24 97.1 97.0 1-4-3-1-2-4
14 3 35 3.37 .70 1.56 1.2 1.49 8 .22 .38 85.3 92.0 1-4-2-3-4-1
BOXSHOW= No and HEADER=No
18 0 35 6.13 1.84 MAXIMUM MEASURE .00 .00 100.0 100.0 4-1-3-4-2-1-4
15 1 35 4.80 1.07 .74 -.1 .11 -.6 .32 .24 97.1 97.0 1-3-2-4-1-3
16 1 35 4.80 1.07 .74 -.1 .11 -.6 .32 .24 97.1 97.0 1-4-2-3-1-4
17 1 35 4.80 1.07 .74 -.1 .11 -.6 .32 .24 97.1 97.0 1-4-3-1-2-4
14 3 35 3.37 .70 1.56 1.2 1.49 8 .22 .38 85.3 92.0 1-4-2-3-4-1

Example with Excel:
1. In your Winsteps control file, or in the "Specification" menu dialog box:
BOXSHOW=NO

2. Output the Winsteps Table
3. Copyand paste the relevantlines from your Winsteps Output Table into an Excel worksheet
4. In Excel, "Data", "Text to columns"
5. Excel: Delimited with spaces, or Fixed Width
6. Excel: Click to add or remove field separators
7. Using the Table above, in Excel:
1 ‘-v"-'.EE* FCG'I;E COUNT '-'E-\:$I.=E$E .'-"k':l =T '-"-S:IZI zs.rrl- CORR E!'-". CETN E!’-“':: TaER
; 15 o X3 613 FE TS ] MEUM MY EASURE [ [ Lo} 190 4-1-3-8-2-1-4
4 13 . 48 107 .M 0.l .11 06 0.3 0. a7l 5 1-3-2-4-1-3
L] 14 1 4 48 107 .M ol .11 0d [+ ] [+ ] i} 57 1-4-2-3-14

11.9 BYITEM=display graphs for items

In the bit-mapped graphs produced by the Graphs pull-down menu, the empirical item characteristic curves can be
produced at the grouping level or the item level. When ISGROUPS=0, the item-level and grouping-level curves are the
same.

BYITEM = Yes show empirical curves at the item level.

BYITEM = No show empirical curves at the grouping level.

11.10 CATREF=reference category for Table 2

If a particular category corresponds to a criterion level of performance, choose that category for CATREF=.

Table 2, "most probable responses/scores”, maps the items vertically and the most probable responses, expected scores,
and Rasch-Thurstone thresholds (50% cumulative probabilities) horizontally. Generally, the vertical ordering is item
difficulty measure. If, instead, a particular category is to be used as the reference for sorting, give its value as scored and
recoded.

Special uses of CATREF= are:

CATREF=-3 for item entry order

CATREF=-2 for item measure order

CATREF=-1 for items measure order with ISGROUPS=

CATREF=0 for item measure order

CATREF=1 ... 32767 for item measure order based on this category.

Example 1: You have 4-point partial-credititems, entered in your data as AB,C,D, and then scored as 1,2,3,4. You wish to
listthem based on the challenge of category C, rescored as 3,
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CODES =ABCD ; original responses
NEWSCORE=1234 ; rescored values
RESCORE=2 ;rescore all

CATREF=3 ; Table 2 reference category

ISGROUPS=0 ; partial credit: one item per grouping
If, for an item, the category value "3" is eliminated from the analysis or is the bottom category, the nearest higher categoryis
used for that item.

Example 2: You have 6 3-categoryitems in Grouping 1, and 8 4-categoryitems in Grouping 2. You wish to listthem in Table
2.2 bymeasure within grouping, and then by measure overall.

CODES=1234

NI= 14

ISGROUPS=11111122222222

TFILE=*

22000-1 -1;means CATREF=-1

220000 ;last0 means CATREF=0

11.11 CFILE= scored category label file

Rating (or partial credit) scale output is easier to understand when the categories are shown with their substantive
meanings. Use CFILE= to label categories using their scored values, i.e., after rescoring. Use CLFILE= to label categories
using their original codes, i.e., before any rescoring.

Labels for categories, after they have been scored, can be specified using CFILE= and a file name, or CFILE=* and placing
the labels in the control file. Each category number is listed (one per line), followed by its descriptive label. If the
observations have been rescored (NEWSCORE=) or keyed (KEYn=), then use the recoded category value in the CFILE=
specification. When there are different category labels for different ISGROUPS= of items, specify an example item from the
grouping, followed immediately by "+" and the category number. Blanks or commas can be used a separators between
category numbers and labels.

CFILE= file name |file containing details
CFILE="~ in-line list
CFILE="7? opens a Browser window to find the file

Example 1: Identify the three LFS categories, 0=Dislike, 1=Don't know, 2=Like.
CODES=012

CFILE=*

0 Dislike

1 Don't know

2 Like

The labels are shown in Table 3.2 as:

CATEGORY OBSERVED AVGE INFIT OUTFIT STRUCTURE

LABEL COUNT MEASURE MNSQ MNSQ MEASURE
0 378 -.87 1.08 1.19 NONE Dislike
1 620 .13 .85 .69 -.85 Don't know
2 852 2.23 1.00 1.46 .85 Like

Example 2: Items 1-10 (Grouping 1) are "Strong Disagree, Disagree, Agree, Strongly Agree". Items 11-20 (Grouping 2) are
"Never, Sometimes, Often, Always".

NI=20

CODES=1234

ISGROUPS=11111111112222222222
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CFILE=*

7+1 Strongly Disagree ; We could use anyitem number in Grouping 1,i.e.,1,2,3,4,5,6,7,8,9,10
7+2 Disagree ;item 7 has been chosen

7+3 Agree

7+4 Strong Agree

13+1 Never ; We could use anyitem number in Grouping 2,i.e.,11,12,13,14,15,16,17,18,19, 20
13+2 Sometimes ; item 13 has been chosen

13+3 Often

13+4 Always

Example 3: To enter CFILE= information on the DOS Prompt or Extra Specifications lines, using commas instead of blanks
as separators:
C:>Winsteps SF.TXT SFO.TXT CFILE="* 1,Dislike 2,Don't-know 3,Like *

Example 4: Some items have one rating scale definition, but mostitems have another rating scale definition. But each item
is calibrated with its own structure: ISGROUPS=0
NI=20
CODES=1234
ISGROUPS=0
CFILE=*
1 Strongly Disagree This scale is used by mostitems
2 Disagree
3 Agree
4 Strong Agree
16+1 Never 16 is one item using the other scale
16+2 Sometimes
16+3 Often
16+4 Always
17+1 Never 17 is another item using the other scale
17+2 Sometimes
17+3 Often
17+4 Always
. for all the other items using the other scale

*

Example 5: Several categories are collapsed into one category. The original codes are A-H. After rescoring there is onlya
dichotomy: 0, 1.

NI=30

CODES =ABCDEFGH

NEWSCORE=00011110

CFILE=*

0 Fail Specifythe categories as recoded

1 Pass

*

11.12 CHART= graphical plots in Tables 10, 13-15

The measures and fit statistics in the Tables can be displayed as graphical plots in subtables 6.2, 10.2,13.2,14.2,15.2,
17.2,18.2,19.2,25.2,26.2.

CHART=N Omit the graphical plots.
CHART=Y Include graphical plots
PUPIL FIT GRAPH: OUTFIT ORDER

|ENTRY| MEASURE | INFIT MEAN-SQUARE | OUTFIT MEAN-SQUARE | |
| NUMBR| - + 10 0.711.3 210 0.711.3 2| PUPIL |
[-=---- Fmm e e e |
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I 72| * | * |A *| JACKSON, SOLOMON |
I 471 * I L ke |J L * | VAN DAM, ANDY |
| 53| * | R S |K cL * | SABOL, ANDREW |
| 32| | * |w * | ROSSNER, JACK |
I 21| * | * la * | EISEN, NORM L. |
o e e e +

The fitinformation is shown in graphical format to aid the eye in identifying patterns and outliers. The fit bars are positioned
by EITLOW= and FITHIGH=. They may also be repositioned using TFILE=.

11.13 CHISQUARE-= in IFILE= and PFILE=

In IEILE= and PFILE=, report Infit and Ouffit fit statistics as

CHISQUARE=No [Mean-square fit statistics = Chi-square statistics divided by their degrees of freedom.

CHISQUARE=Yes [Chi-square fit statistics

The chi-square degrees of freedom are reported in IFILE=, PFILE= columns INDF and OUTDF. The
two-sided chi-square probabilities are reported adjacent to the chi-squares when LOCAL =Prob

Computation: Winsteps and Facets usually report mean-square statistics. These are chi-squares divided by their degrees
of freedom. Now the chi-squares and their d.f. are also reported. For the computation of the mean-squares and d .f, see

www.rasch.org/rmt/rmt34e.htm together with www.rasch.org/rmt/rmt162g.htm

So thatq2=2/df.
And chi-square = mean-square * d.f.

Example:
LOCAL=Prob
CHISQUARE=Yes
IFILE=if.txt

Then, in file: if.txt:

;ENTRY HEASURE 5T COUNT SCORE HMODLSERIN.CHI IN. QUL . HS OUT.FR INDFQOUIDF ¢ M R WAME
4 -4.40 1 35.0 32.0 -81 6.77 .9809 .35 .9103 7.528 1.00 1 R . 4= 1-3-4
===

Infit Chi-square is 6.77 with 7.52 d f., 2-sided probability = .9809

11.14 CLFILE= codes label file

Rating (or partial credit) scale outputis easier to understand when the categories are shown with their substantive
meanings. Use CFILE= to label categories using their scored values, i.e., after rescoring. Use CLFILE= to label categories
using their original codes, i.e., before anyrescoring. Labels for the original categories in the data can be specified using
CLFILE= and a file name, or CLFILE=* and placing the labels in the control file. Each category number is listed (one per
line), followed by its descriptive label. Original category values are used. There are several options:

CLFILE= file name |[file containing details

CLFILE=* in-line list
CLFILE="? opens a Browser window to find the file
Its formatis:

CLFILE=*

item entry number + category code categorylabel
%item label + category code category label

*

XWIDE=2 ;observations are two columns wide
CODES ="01 299" ;codes are0,1,2,99
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CLFILE=*

99 Strongly Agree ; original code of 99 has the label "Strongly Agree"
2 Agree ;original code of blank+2 (or 2+blank) has the label "Agree"
2+99 Heartily Agree ; for item 2, code 99 has the label "Heartily Agree"
3+0 Disagree ;foritem 3, code 0 means "Disagree"

Example 1: Identify the three LFS categories, D=Dislike, N=Don't know, L=Like.
CODES =DNL
NEWSCORE=012
CLFILE=*
D Dislike
N Neutral
L Like

*

The labels are shown in Table 3.2 as:

CATEGORY OBSERVED AVGE INFIT OUTFIT STRUCTURE

LABEL COUNT MEASURE MNSQ MNSQ MEASURE
0 378 -.87 1.08 1.19 NONE Dislike
1 620 .13 .85 .69 -.85 Don't know
2 852 2.23 1.00 1.46 .85 Like

Example 2: Items 1-10 (Grouping 1) are "Strong Disagree, Disagree, Agree, Strongly Agree". ltems 11-20 (Grouping 2) are
"Never, Sometimes, Often, Always".

NI=20

CODES =ABCD

NEWSCORE=1234

ISGROUPS=11111111112222222222

CLFILE=*

7+A Strongly Disagree ; 7 is anyitem in Grouping 1

7+B Disagree

7+C Agree

7+D Strong Agree

13+ANever ;13 is anyitem in Grouping 2

13+B Sometimes

13+C Often

13+D Always

Example 3: To enter CLFILE= information on the DOS Prompt or Extra Specifications lines, using commas instead of
blanks as separators:
C:>Winsteps SF.TXT SFO.TXT CLFILE=* D,Dislike N,Don't-know L,Like *

Example 4: One grouping of items has a unique response format, but the other groupings all have the same format. Here,
each grouping has onlyone item, i.e., ISGROUPS=0

NI=20

CODES=1234

ISGROUPS=0

CLFILE=*

1 Strongly Disagree ; This rating scale is used by mostitems

2 Disagree

3 Agree

4 Strong Agree

16+1 Never ; 16 is the one item using this rating scale

16+2 Sometimes

16+3 Often
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16+4 Always

Example 5: Several categories are collapsed into one category. The original codes are A-H. After rescoring there is onlya
dichotomy: 0, 1.

NI=30

CODES = ABCDEFGH

NEWSCORE=00011110

CFILE=*

0 Fail Specifythe categories as recoded

1 Pass

;or

CLFILE=*

AFail

B Fail

C Fail

D Pass

E Pass

F Pass

G Pass

H Pass

Example 6: Identifying the distractors for a multiple-choice MCQ item.
Here is item 5:
5. The shape of the relationship between raw score and measures on the latent variable is

CODES = abcd

CLFILE=*

5+a diatonic
5+b harmonic
5+c monotonic
5+d synchronic

Example 7: Using the item labels
CLFILE=*
%APMED+1 Attentive
%APMED+2 Interested
%APMED+3 Residual
%APMED+9 NOT ASKED THAT YEAR

11.15 CMATRIX= category matrix = Yes

A category matrix (confusion matrix, matching matrix) compares the observed categorization (classification) of observations
with the predicted categorization (classification). One matrixis produced in Table 3.2, etc., for each rating-scale group
defined in ISGROUPS=.

CMATRIX =N Do not output the category matrix.

CMATRIX =Y Output the category matrix. For interpretation, see Table 3.2

| Category Matrix : Confusion Matrix : Matching Matrix |
| Predicted Scored-Category Frequency |
|

|Obs Cat Freq] 0 1 2 | TOTAL

|=mmmmmmmm e o D |
| 0 | 50 2.06 44 | 3.00 |
| 1] 2.03 20.83 12.15 | 35.00 |
| 2 | 47 12.12 24.41 | 37.00 |
[ e e e e L L e e I



11.16 CODERANGE = numerical range of data codes

Says what characters to recognize as valid codes in your data file, together with CODES=. Characters in your data not
included in CODES= or CODERANGE-= are given the MISSCORE-= value. The highest category number 32767.
CODERANGE= can be up to 4,000 characters long. If CODES= and CODERANGE-= are both specified, then the data are
matched to CODES= first. CODES= can be rescored. CODERANGE= cannot be rescored or keyed. Do not use
CODERANGE-= with KEY=, IVALUE=

CODERANGE-= lowest category number - highest category | lowestand highest category numbers are in the range 0-
number 32767. Highest number must be higher or equal to lowest
number

Examples from CODES= rewritten for CODERANGE-=.

Example 1: Atest has four response choices. These are "1","2", "3", and "4". All other codes in the data file are to be treated
as "item notadministered". Each response uses 1 column in your data file. Data look like: 134212342132.3212343221
XWIDE=1 one character wide (the standard)
CODERANGE=1-4

Example 2: There are four response choices. Each response takes up 2 columns in your data file and has leading O's, so
the codes are "01","02", "03" and "04". Data look like: 0302040103020104040301

XWIDE=2 two characters wide

CODERANGE=1-4 ; 01 is 1, 02 is 2, 03 is 3, 04 is 4.

Example 3: There are four response choices entered on the file with leading blanks, so that codes are " 1","2"," 3", and "
4" Data look like:3242132

XWIDE=2 two characters wide

CODERANGE=1-4 ; 1 is 1, 2 is 2, 3 is 3, 4 is 4.

Example 4: Your data is a mixture of both leading blanks and leading O's in the code field, e.g. "01"," 1", " 2", "02" etc. The
numerical value of a response is calculated, where possible, so that both "01" and " 1" are analyzed as 1.
Data look like: 02 1 20102 1 2 01

XWIDE=2 two characters wide

CODERANGE=1-4

Example 5: Your valid data are 1,2,3,4,5 and your missing data codes are 7,8,9 which you want reported separately on the
distractor tables.

CODES = 789

NEWSCORE = XXX ; missing values scored with non-numeric values

CODERANGE= 1-5 ; data matched to CODERANGE= cannot be rescored

Example 6-8 mustuse CODES= (non-numeric codes)

Example 9: The valid responses are percentages in the range 00 to 99.

XWIDE = 2 two columns each percent

CODERANGE= 0-99
also recommended:

ISRANGE = *

1 0 99 ; defines the full range of the rating scale, regardless of the data
*

SFUNCTION=4 ; defines a smooth function for the Rasch-Andrich thresholds

Example 10: Codes are in the range 0-254.

XWIDE=3 ; 3 characters per response:

CODERANGE= 0-254
also recommended:

ISRANGE = *

1 0 254 ; defines the full range of the rating scale, regardless of the data
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*

SFUNCTION=4 ; defines a smooth function for the Rasch-Andrich thresholds
Example 11 mustuse CODES= (numeric codes are rescored)

Example 12: Codes in the range 0 - 1000.
XWIDE=4 ; 4 characters per response
CODERANGE= 0-1000

also recommended:

ISRANGE = *

1 0 1000 ; defines the full range of the rating scale, regardless of the data
*

SFUNCTION=4 ; defines a smooth function for the Rasch-Andrich thresholds

11.17 CODES= valid data codes

Says what characters to recognize as valid codes in your data file, together with CODERANGE-=. If XWIDE=1 (the standard),
use one column/character per legitimate code. If XWIDE=2, use two columns/characters per valid code. Characters in your
data notincluded in CODES= or CODERANGE= are given the MISSCORE-= value. The highest category number 32767.
CODES= can be up to 4,000 characters long. If CODES=and CODERANGE= are both specified, then the data are
matched to CODES= first. CODES= can be rescored. CODERANGE-= cannot be rescored.

Initially, Winsteps assumes that all items share the same response structure.

If there are 2 response codes in CODES=, then this is the Rasch dichotomous model

If there are 3 or more response codes in CODES=, then this the Andrich rating-scale model.

To override those,

If ISGROUPS=0, then this is the Masters partial-credit model. Each item is modeled to have its own rating-scale structure.
If ISGROUPS = AABBACDDCAADEEA, then the items are grouped to share rating scales.

The "A" group are items 1,2,5,10,11,15 - they share the same rating scale.

The "B" group are items 3,4 - they share the same rating scale.

The "C" group ....

See also these Examples written with CODERANGE=

Example 1: Atest has four response choices. These are "1","2","3", and "4". All other codes in the data file are to be treated
as "item not administered". Each response uses 1 column in your data file. Data look like: 134212342132.3212343221
XWIDE=1 one character wide (the standard)
CODES=1234 four valid l-character response codes

Example 2: There are four response choices. Each response takes up 2 columns in your data file and has leading O's, so
the codes are "01","02", "03" and "04". Data look like: 0302040103020104040301

XWIDE=2 two characters wide

CODES=01020304 four valid 2-character response codes

Example 3: There are four response choices entered on the file with leading blanks, so thatcodes are " 1"," 2", " 3", and "
4". Data look like:3242 132

XWIDE=2 two characters wide

CODES=" 1 2 3 4" " required: blanks in 2-character responses

Note: when XWIDE=2 or more, both CODES= and the data value are left-aligned before matching, so both " 1"and "1 "in
CODES= match both " 1" and "1 "in your data file.

Example 4: Your data is a mixture of both leading blanks and leading O's in the code field, e.g. "01"," 1", " 2", "02" etc. The
numerical value of a response is calculated, where possible, so that both "01"and " 1" are analyzed as 1.
Data look like: 02 1 20102 1 2 01

XWIDE=2 two characters wide

CODES=" 1 2 3 401020304" two characters per response

Example 5: Your valid data are 1,2,3,4,5 and your missing data codes are 7,8,9 which you want reported separately on the

distractor tables.
CODES = 12345789
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NEWSCORE = 12345XXX ; missing values scored with non-numeric values

Example 6: The valid responses to an attitude surveyare "a", "b", "c" and "d". These responses are to be recoded "1", "2",
"3"and "4". Data look like: adbdabcd

CODES =abcd four valid response codes

NEWSCORE=1234 new values for codes

RESCORE=2 rescore all items

Typically, "abcd" data implies a multiple choice test. Then KEY1=is used to specify the correct response. But, in this
example, "abcd" always mean "1234", so that the RESCORE= and NEWSCORE= options are easier to use.

Example 7: Five items of 1-character width, "abcd", then ten items of 2-character width "AA", "BB", "CC", "DD". These are

preceded by person-id of 30 characters. Data look like:

George Washington Carver lll dabcdBBAACCAADDBBCCDDBBAA
FORMAT=(30A1,5A1,10A2) Name 30 characters, 5 l-chars, 10 2-chars
XWIDE =2 all converted to 2 columns
CODES ="a b c d AABBCCDD" "a" becomes "a "

NEWSCORE="1 2 3 4 1 2 3 4 " response values

RES EDFILE= edit data file CORE=2 rescore all items
NAME1l=1 name starts column 1 of reformatted record
ITEM1=31 items start in column 31

NI=15 15 items, all XWIDE=2

Example 8: ltems are to rescored according to Type Aand Type B. Other items to keep original scoring.
IREFER = AAAAAAAABBBBBBBBCCCCCCC ; 3 item types
CODES = 1234 Original codes in the data file

IVALUEA = 1223 Recode Type A items
IVALUEB = 1123 Recode Type B items
IVALUEC = 1234 Recode Type * item. Can be omitted

Example 9: The valid responses are percentages in the range 00 to 99.

XWIDE = 2 two columns each percent
; for data with leading zeroes,

CODES = 0001020304050607080910111213141516171819+
+2021222324252627282930313233343536373839+
+4041424344454647484950515253545556575859+
+6061626364656667686970717273747576777879+
+8081828384858687888990919293949596979899

or, for data with blanks,

CODES =" 01 2 3 45 6 7 8 910111213141516171819+
+2021222324252627282930313233343536373839+
+4041424344454647484950515253545556575859+
+6061626364656667686970717273747576777879+
+8081828384858687888990919293949596979899"

also recommended:
ISRANGE = *
1 0 99 ; defines the full range of the rating scale, regardless of the data
*

SFUNCTION=4 ; defines a smooth function for the Rasch-Andrich thresholds

Example 10: Codes are in the range 0-254.
XWIDE=3 ; 3 characters per response:
; for data with leading zeroes,

CODES="000001002003004005006007008009010011012013014015016017018019020021022023+
+024025026027028029030031032033034035036037038039040041042043044045046047+
+048049050051052053054055056057058059060061062063064065066067068069070071+
+072073074075076077078079080081082083084085086087088089090091092093094095+
+096097098099100101102103104105106107108109110111112113114115116117118119+
+120121122123124125126127128129130131132133134135136137138139140141142143+
+144145146147148149150151152153154155156157158159160161162163164165166167+
+168169170171172173174175176177178179180181182183184185186187188189190191+
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+192193194195196197198199200201202203204205206207208209210211212213214215+
+216217218219220221222223224225226227228229230231232233234235236237238239+
+240241242243244245246247248249250251252253254"

;or for data with blanks

CODES=" 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23+
+ 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47+
+ 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63 64 65 66 67 68 69 70 71+
+ 72 73 74 75 76 77 78 79 80 81 82 83 84 85 86 87 88 89 90 91 92 93 94 95+
+ 96 97 98 99100101102103104105106107108109110111112113114115116117118119+
+120121122123124125126127128129130131132133134135136137138139140141142143+
+144145146147148149150151152153154155156157158159160161162163164165166167+
+168169170171172173174175176177178179180181182183184185186187188189190191+
+192193194195196197198199200201202203204205206207208209210211212213214215+
+216217218219220221222223224225226227228229230231232233234235236237238239+
+240241242243244245246247248249250251252253254"

also recommended:
ISRANGE = *
1 0 254 ; defines the full range of the rating scale, regardless of the data
*

SFUNCTION=4 ; defines a smooth function for the Rasch-Andrich thresholds

Example 11: The data include negative values, -10, -9, through to positive codes 9, 10. Winsteps can only analyze data that
are positive integers, so the data would need to be rescored:
XWIDE=3 ; each observation is 3 characters wide in the data file
; the next line is so that I can be sure that each code is 3 characters wide
; 123123123123123123123123123123123123123123123123123123123123123
CODES ="-10-9 -8 -7 -6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6 7 8 9 10"
NEWSCORE="0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 "
also recommended:
ISRANGE = *
1 0 20 ; defines the ful range of the rating scale, regardless of the data
*

SFUNCTION=4 ; defines a smooth function for the Rasch-Andrich thresholds

Example 12: Codes in the range 0 - 1000.
; CODES= is impractical. Use CODERANGE= 0-1000

11.18 CONVERGE-= select convergence criteria

This selects which of LCONV= and RCONV= set the convergence criterion. See convergence considerations.

CONVERGE=L [LCONV= for "Logit change size" controls convergence.
lteration stops when the biggestlogit change is less or equal to LCONV=, or when the biggest logit
change size increases (divergence).

CONVERGE=R [RCONV= for "Residual size" controls convergence.
lteration stops when the biggest residual score is less or equal to RCONV=, or when the biggest
residual size increases (divergence).

CONVERGE-=E |Either LCONV= for "Logit change size" or RCONV= for "Residual size" controls convergence.

lteration stops when the biggestlogit change is less or equal to LCONV=, or when the biggest residual
score is less or equal to RCONV=, or when both the biggest logit change size increases and the biggest
residual size increases (divergence).

CONVERGE=B [Both LCONV= for "Logit change size" and RCONV= for "Residual size" controls convergence.

lteration stops when both the biggest logit change is less or equal to LCONV= and the biggest residual
score is less or equal to RCONV=, or when both the biggest logit change size increases and the biggest
residual size increases (divergence).

CONVERGE=F |Force both LCONV= for "Logit change size" and RCONV= for "Residual size" to control convergence.
lteration stops when both the biggest logit change is less or equal to LCONV=and the biggest residual
score is less or equal to RCONV=.
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Example 1: We want to be take a conservative position about convergence, requiring both small logit changes and small
residual sizes when iteration ceases.
CONVERGE=Both

Example 2: We need very high precision, then specify:
CONVERGE=BOTH ; both score-residual and logit-change criteria
RCONV=.001 ; at most, one tenth of the smallest score residual needed.
LCONV=.00001 ; at most, one tenth of the highest precision to be reported.
These values are much, much smaller than the natural precision of the data, which is .5 raw score points, or the
logit precision (S.E.) of the ability measures.

Example 3: We want to set the convergence criteria to match BIGSTEPS version 2.59
CONVERGE-=B ; the criteria were LCONV=and RCONV=
RCONV= 0.5 ; the BIGSTEPS standards or whatever value you used
LCONV= .01

Example 4: We want to set the convergence criteria to match Winsteps version 3.20
CONVERGE-=E ; the criterion was LCONV or RCONV
RCONV= 0.5 ; the 3.20 standards or whatever value you used
LCONV= .01

Example 5: We want the convergence criteria to match Winsteps version 2.85
CONVERGE-=F ; force both LCONV and RCONV to be met
RCONV= 0.5 ; the 2.85 standards or whatever value you used
LCONV= .01
You may also want:
WHEXACT=NO ; centralized Wilson-Hilferty was the default

Example 6: Question: With anchored analyses, iterations never stop!

| JMLE MAX SCORE MAX LOGIT LEAST CONVERGED CATEGORY STEP |
| ITERATION RESIDUAL* CHANGE EXID BYCASE CAT RESIDUAL CHANGE |

| 1 -239.04 5562 1993 392%* 6 85.70 -.5960]
| 2 -105.65 -.1513 1993 392%* 4 -28.92 2745|
| 18 -5.35 -.0027 2228 352* 3 2.35 .0146|
| 19 -5.16 0029 2228 352* 3 2.31 .0106]|
| 20 -5.05 0025 2228 352* 3 2.28 .0055]
| 21 -5.00 0010 2228 352* 3 2.26 .0075]
| 22 -4.99 -.0008 2228 352* 3 2.25 .0025]
| 170 -5.00 -.0011 1377 352* 3 1.96 .0109]
| 171 -5.00 .0018 187 352* 3 1.96 .0019]

The standard convergence criteria in Winsteps are preset for "free" analyses. With anchored analyses, convergence is
effectively reached when the logit estimates stop changing in a substantively meaningful way. This has effectively
happened byiteration 20. Note that the logit changes are less than .01 logits -i.e., even the biggest change would make no
difference to the printed output (which is usually reported to 2 decimal places)

To have the current Winsteps do this automatically, set

CONVERGE=L
LCONV=.005 ;setto stop atiteration 22 - to be on the safe side.
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11.19 CSV=comma-separated values in output files

To facilitate importing the IFILE=, ISFILE=, PFILE=, SFILE= and XFILE= files into spreadsheet and database programs, the

fields can be separated by commas, and the character values placed inside " " marks.

CSV=No or Fixed |Use fixed field length format (the standard) (.txt)

CSV=Yes or CSV=, |Separate values by commas (or their international replacements). If QUOTES=Yes, character fields in

""marks

CSV=Tab or CSV= (Separate values by tab characters. If QUOTES=Yes, character fields in " " marks

CSV=SPSS SPSS format (.sav)

CSV=Excel or XL Excel format (s, .Xsx)

CSV=Rstat R-statistics format (.rda)

CSV=Webpage Webpage format (.htm, .html)

Examples:

Fixed space:

; MATCH Chess Matches at the Venice Tournament, 1971 Feb 11 0:47 2004

;ENTRY MEASURE STTS COUNT SCORE ERROR IN.MSQ IN.ZSTD OUT.MS OUT.ZSTD DISPL PTME WEIGHT

DISCR G M NAME
1 .87 1 2.0 2.0 .69 1.17 .47 1.17 .47 .01 1.00 1.00

1.97 1 R 10001

Tab-delimited:

"MATCH Chess Matches at the Venice Tournament, 1971 Feb 11 0:47 2004"

";" "ENTRY" "MEASURE" "STATUS" "COUNT" "SCORE" "ERROR" "IN.MSQ" "IN.ZSTD" .....
"1 .8712.02.0 .69 1.17 .47 1.17 .47 .01 1.00 1.00 1.97 "1™ "R" "IOOO1"

Comma-separated:

"MATCH Chess Matches at the Venice Tournament, 1971 Feb 11 0:47 2004"
";","ENTRY" , "MEASURE" , "STATUS" , "COUNT" , "SCORE" , "ERROR" ,"IN.MSQ" ,"IN.ZSTD",....
©wmw1,.87,1,2.0,2.0,.69,1.17,.47,1.17,.47,.01,1.00,1.00,1.97,"1","R","I0001"

SPSS format: This is the SPSS .savfile format.

11.20 CURVES= probability curves for Table 21

CURVES= specifies which curves in Table 21 are to display. "1" to display the curves. "0" to omit the curve. Formerly also
controlled Table 2, now done with T2SELECT=.

CURVES=000 indicates no curves are to be drawn - Table 21 will be skipped, unless STEPT3=N, in which case only the
structure summaries are output.

CURVES=101 displays subtables 21.1,21.3 (and 21.4, 21.6, ...) when Table 21 is selected.

CURVES= Table 21 displays ...
100 21.1,214, Category probability curves (modes, structure calibrations)
010 21.2,215, Expected score ogive (means. model ltem Characteristic Curve).
Cumulative category probability curves (medians, shows Rasch-Thurstone thresholds
001 21.3,2186, ... ) .t
=50% cumulative probabilities)

11.21 CUTHI= cut off responses with high expectations

Use this if careless responses are evident. CUTHI= cuts off the top left-hand corner of the Scalogram in Table 22.
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Eliminates (cuts off) observations where examinee ability measure is CUTHI= logits or more higher than item difficulty
measure, so the examinee has a high probability of success. Removing off-target responses takes place after PROX has
converged. After elimination, PROXis restarted, followed by JMLE estimation and fit calculation using only the reduced set
of responses. This may mean that the original score-based ordering is changed.

Usuallywith CUTLO= and CUTHI=, misfitting items aren't deleted - but miskeys etc. must be corrected first. Setting
CUTLO= and CUTHI=is a compromise between fitand missing data. If you loose too much data, then increase the values.
If there is still considerable misfit or skewing of equating, then decrease the values.

Here are the usual effects of CUTLO= and CUTHI=

1. Fit to the Rasch model improves.

2. The count of observations for each person and item decreases.
3. The variance in the data explained by the measures decreases.

Polytomous items: CUTLO= and CUTHI= trim the data relative to the item difficulty, so they tend to remove data in high and
low categories. You can adjust the item difficulty relative to the response structure using SAFILE=.

Example 1: Eliminate responses where examinee measure is 3 or more logits higher than item measure, to eliminate their
worst careless wrong responses:
CUTHI=3

This produces a scalogram with eliminated responses blanked out:

RESPONSES SORTED BY MEASURE:

KID TAP
111111111
123745698013245678
15 111 11100000 observations for extreme scores remain
14 111 1110000000

28 111 111010000000
30 1111 1111000000000
27 111111100000000000

Example 2. At www.rasch.org/rmt/rmt62a.htm the originator of this approach suggests CUTLO= -1 and CUTHI=2

11.22 CUTLO= cut off responses with low expectations

Use this if guessing or response sets are evident. CUTLO= cuts off the bottom right-hand corner of the Scalogram in Table
22.

Eliminates (cuts off) observations where examinee ability measure is CUTLO= logits or more lower than item difficulty
measure, so thatthe examinee has a low probability of success. The elimination of off-target responses takes place after
PROX has converged. After elimination, PROXis restarted, followed by JMLE estimation and point-measure and fit
calculation using only the reduced set of responses. This may mean that the original score-based ordering is changed.

CUTLO=is equivalent to Waller's procedure in Waller, M.Il. (1976) "Estimating Parameters in the Rasch Model: Removing
the Effects of Random Guessing", Report No. ETS-RB-76-0, Educational Testing Service, Princeton, N.J.

http:/ffiles .eric.ed.gov/fulltextYED 120261 .pdf

Usually with CUTLO= and CUTHI=, misfitting items aren't deleted - but miskeys etc. must be corrected first. Setting
CUTLO= and CUTHI=is a compromise between fitand missing data. If you loose too much data, then increase the values.
If there is still considerable misfit or skewing of equating, then decrease the values.

Here are the usual effects of CUTLO=and CUTHI=

1. Fit to the Rasch model improves.

2. The count of observations for each person and item decreases.
3. The variance in the data explained by the measures decreases.
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CUTLO=is equivalent to the procedure outlined in Bruce Choppin. (1983). A two-parameter latent trait model. (CSE Report
No. 197). Los Angeles, CA: University of. California, Center for the Study of Evaluation, and the procedure in David Andrich,
Ida Marais, and Stephen Humphry (2012) Using a Theorem by Andersen and the Dichotomous Rasch Model to Assess the
Presence of Random Guessing in Multiple Choice Items. Journal of Educational and Behavioral Statistics, 37,417-442.

Polytomous items: CUTLO= and CUTHI= trim the data relative to the item difficulty, so theytend to remove data in high and
low categories. You can adjust the item difficulty relative to the response structure using SAFILE=.

Example 1: Disregard responses where examinees are faced with too great a challenge, and so might guess wildly, i.e.,
where examinee measure is 2 or more logits lower than item measure:
CUTLO= -2 ; 12% success

This is equivalent to a "Optimum Appropriateness Measurement" (OAM) model in which itis assumed that persons might
guess on all the items, so all responses in guessing situations are eliminated.

GUTTMAN SCALOGRAM OF RESPONSES:

PERSON |ITEM
| 12 22 1 3231311 1322112 2 113322
162257012473946508491143795368350281

147 +0001111110011010100111111000001000 154
130 +1100101111001110110101000000010100 135
93 +011110010100111010000001101000010 098

129 +111110111011011000000000000001010 134
134 +000110101110010001110010001000010 139
133 +100100111110000000101010011000000 138

137 +100000011110100101101000010000000 143
141 +110100010011100001100000000001010 147

138 +10100101011101000000000010010 144
113 +1011001000101111000000000000010 118
144 +10000010100010001000010001 151
114 +1000010010000100 119

| 12 22 1 3231311 1322112 2 113322
162257012473946508491143795368350281

Example 2: Richard Gershon applied this technique in Guessing and Measurement with CUTLO=-1 ; 27% success
Example 3: We have some misbehaving children in our sample, but don't want their behavior to distort our final report.

An effective approach is in two stages:
Stage 1. calibrate the items using the good responses
Stage 2. anchor the items and measure the students using all the responses.

In Stage 1, we trim the test. We want to remove the responses by children that are so off-target that successes are probably
due to chance or other off-dimensional behavior. These responses will contain most of the misfit. For this we analyze the
data using

CUTLO=-2 (choose a suitable value by experimenting)

CUTLO=-1.39; 20% success

CUTLO=-1.10; 25% success

write an item file from this analysis:

IFILE=if.txt

In Stage 2. Anchor all the items at their good calibrations:

IAFIL E=if.txt

Include all the responses (omit CUTLO=)

We can now report all the children without obvious child mis-behavior distorting the item measures.

11.23 DATA= name of data file

Your data can be the last thing in the control file (which is convenient if you only have a small amount of data), but if you
have a large amount of data, you can place itin a separate file, and then use DATA= to say where itis. FORMAT= reformats
these records. MEORMS= enables multiple reformatting.
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DATA= file name file containing details

DATA = file name + file name+ ... multiple data files

DATA=? opens a Browser window to find the file

Example 1: Read the observations from file "A\PROJECT\RESPONSE.TXT".
DATA=A\PROJECT\RESPONSE.TXT

Example 2: Read scanned MCQ data from file DATAFILE.txt in the current directory.
DATA=DATAFILE.txt

You may specify that several data files be analyzed together in one run, bylisting their file names, separated by "+" signs.
The list, e.g., FILE1.TXT+MORE.TXT+YOURS.D, can be up to 200 characters long. The layout of all data files must be
identical.

Example 3: Amath test has been scanned in three batches into files "BATCH.1", "BATCH.2" and "BATCH.3". They are to be

analyzed together.
DATA=BATCH.1+BATCH.2+BATCH.3

11.24 DATESHOW= show date in Table headings

The date of the analysis is usually reported in Winsteps table headings. The date can be removed with DATESHOW=No

DATESHOW=Yes

TABLE 23.16 KNOX CUBE TEST EXAM1-PLUS.OUT Jul 30 2:06 2013
INPUT: 35 KID 18 TAP REPORTED: 35 KID 18 TAP 2 CATS WINSTEPS 3.80.0

DATESHOW=No

TABLE 23.16 KNOX CUBE TEST EXAM1-PLUS.OUT
INPUT: 35 KID 18 TAP REPORTED: 35 KID 18 TAP 2 CATS WINSTEPS 3.80.0

11.25 DELIMITER= or SEPARATOR= data field delimiters

Itis often convenient to organize your data with delimiters, such as commas, semi-colons or spaces, rather than in fixed
column positions. However, often the delimiter (a Tab, space or comma) only takes one column position. In which case, it
may be easier to include itin the CODES= or use MEFORMS= or FORMAT=.

To check that your data file has decoded properly, look at REILE=

To do this, specify the following command DELIMITER= value (or SEPARATOR= value). This value is the separator.

Examples: DELIMITER="" fixed-field values
DELIMITER="" comma-separated values CSV. The , mustbe ","
DELIMITER=BLANK blank-separated values
or DELIMITER=SPACE space-separated values
DELIMITER=TAB tab-separated values
DELIMITER=";" semi-colon separated values. The ; mustbe ";", otherwise itis treated as a comment.

When decoding delimited values, leading and trailing blanks, and leading and trailing quotation marks,""and ''in each
value field are ignored. Responses are left-aligned, and sized according to XWIDE-=.

For NAME1= and ITEM1=, specify the value number in the data line, starting with 1 as the leftmost value. FORMAT= does
not apply to this data design.

Combine your person name and demographic information into one field thatis to be referenced by NAME1=.
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Example 1 of a data line:

; the following is ONE data line:

"o1i"; 02; "01"; "O1"; "O1"; 00; 02; 00; "O1"; 02; 02; 02; 02; 00; 02; "O01"; "O01"; 02; 02 ; 00; 02; "01"; 00; 02; 00; ROSSNER, MARC

DANIEL

;which decodes as:

01020101010002000102020202000201010202000201000200ROSSNER, MARC DANIEL

ITEM1=1 ; item responses start in first field

NI=25 ; there are 25 responses, i.e., 25 response fields
NAME1=26 ; the person name is in the 26th field

DELIMITER = ";" ; the field delimiters are semi-colons

XWIDE=2 ; values are right-aligned, 2 characters wide.
CODES=000102 ; the valid codes.

NAMLEN=20 ; override standard person name length of 30 characters.

Example 2 of a data line:

; the following is ONE data line:

ROSSNER - MARC DANIEL, "01", 02 , "01", "o1", "01", 00, 02, 00, "0l", 02, 02, 02, 02, 00, 02, "0i", "0l", 02, 02, 00, 02,
02, 00

:which decodes as:

01020101010002000102020202000201010202000201000200ROSSNER - MARC DANIEL

ITEM1=2 ; item responses start in second field

NI=25 ; there are 25 responses, i.e., 25 response fields

NAME1=1 ; the person name is in the 1st field

DELIMITER = "," ; the field delimiters are commas (so no commas in names)
XWIDE=2 ; values are right-aligned, 2 characters wide.

CODES=000102 ; the valid codes

NAMLEN=20 ; override standard person name length of 30 characters.

Example: Here is the data file, "Book1.txt"
fred,1,0,1,0
george,0,1,0,1

Here is the control file:
namel=1 ; first field
iteml=2 ; second field
ni=4 ; 4 fields
data=bookl. txt
codes=01

delimiter = ","

&END

looking

viewing

peeking

seeking

END LABELS

Here is the reformatted file from the Edit Pull-Down menu: View Delimiter File:
1010fred
010lgeorge

Suggestion:

If you data file can be conveniently organized in columns:
fred ,1,0,1,0
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george,0,1,0,1

then process the data file as fixed width fields

NAMEl = 1 ; start of person label "fred"

NAMELENGTH = 6 ; up to first comma

ITEM1 = 8 ; first column of numbers

XWIDE = 2 ; number + comma

CODES = "0,1,0 1 " ; the data codes "0 1 " are for the last codes on the line.

this will then analyze the data as a standard fixed-column rectangular data matrix.

11.26 DIF= columns within person label for Table 30

DIF= specifies the part of the person label which is to be used for classifying persons in order to identify Differential ltem
Function (DIF) - uniform or non-uniform - using the column selection rules. See also DIF Table and DIF and DPF
considerations.

DIF=file name file containing details

DIF=* in-line list

DIF= $S1WH1 field in person label. DIF fields must be inside the person label defined by NAME1= and
NAMELENGTH=

DIF= MA2 person ability levels for non-uniform DIF

DIF= $S1W1 + MA2 person classes or groups

DIF= location is usually column number within person label field. DIF=1 means "DIF selection character is first character of
person label."

Example 1: Columns 18-20 of the person label (in columns 118-120 of the data record) contain a district code:
NAME1=101 ; person label starts in column 101
NAMELENGTH = 20 ; person label mustinclude all the DIF codes
DIF = $S18W3 ; district starts in column 18 of person label with a width of 3
or
@district = 18W3 ; district starts in column 18 of person label with a width of 3
DIF = @district ; DIF classifier
tfile=*
30 Table 30 for the DIF report (or use Output Tables menu)

Example 2: DIF by Gender+Grade: Column 1 of the person labels contains gender (M or F) and Columns 7-8 contain grade
level (K-12).
DIF = 1W1 + 7W2

Example 3: | have tab-separated data and my DIF indicator is in a separate field from the Person label.
Solution: for the DIF analysis, do a separate run of Winsteps. At the "Extra Specifications" prompt:
NAME1=(location of DIF indicator)

DIF=$S1W1

Example 4: Columns 18-20 of the person label (in columns 118-120 of the data record) contain a district code. Column 21
of the person label (in column 121 of the data record) has a gender code. Three independent DIF analyses are
needed: district, gender, district+gender

NAME1=101 ; person label starts in column 101

NAMELENGTH = 21 ; person label mustinclude all the DIF codes
DIF =~

$S18W3 ; startin person label column 18 with a width of 3 - district
$S21W1 ; startin person label column 21 with a width of 1 - gender
$S18W3+ $S21W1 ; DIF by district+gender
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*

tfile=*
30 Table 30 for the DIF report (or use Output Tables menu)

Example 5: An investigation of non-uniform DIF with high-low ability classification for the KCT data.
; action the following with the Specification pull-down menu
@SEX=$S9W1 ; the sexof participants is in column 9 of the person label
DIF = @SEX + MA2 ; look for non-uniform DIF (gender + two ability strata): MA2
PSUBTOT = @SEX + MA2 ; summary statistics by gender and ability strata
Tfile=* ; This is more easily actioned through the Output Tables Menu
30 ; Table 30 - DIF report
28 ; Table 28 - Person subtotals for DIF classifications

*

Table 30: DIF specification is: DIF=QSEX+MA2

e et +
| KID DIF DIF KID DIF DIF DIF JOINT TAP |
| CLASS MEASURE S.E. CLASS MEASURE S.E. CONTRAST S.E. t d.f. Number Name [
| = |
| F1 -1.86 1.09 ML -4.54 1.15 2.68 1.59 1.69 8 6 6= 3-4-1 [

Table 28: Subtotal specification is: PSUBTOTAL=@SEX+MA2

e ettt bt ittt +
| KID MEAN S.E. OBSERVED MEDIAN  REAL [
| COUNT MEASURE MEAN  P.SD SEPARATION CODE |
| = e |
| 4 -2.08 .90 .89 .00 F1 | <- Non-extreme
| 6 -2.82 .41 .91  -2.86 .32 M1 |

Example 6: With Example0.txt (the Liking for Science rating scale data) you want to see if anyitems were biased against
names starting with any letter of the alphabet, then:

run example0.txt

request the DIF Table (Table 30) from the Output Tables menu
specify: $S1W1

a DIF table is produced.

The equivalent DIF specification is: DIF=$S1W1

Positive DIF size is higher ACT difficulty measure

o - +
| KID DIF DIF KID DIF DIF DIF JOINT ACT |
| CLASS MEASURE S.E. CLASS MEASURE S.E. CONTRAST S.E. t d.f. Number Name |
| oo oo |
| R -.06 54 W .89> 2.05 -.95 2.12 -.45 8 1 WATCH BIRDS |
| R -.06 54 L -.65 .75 .59 .92 .64 12 1 WATCH BIRDS |
| R -.06 .54 S -.42 .57 .36 .78 .46 18 1 WATCH BIRDS |
| R -.06 54 H -1.63 1.13 1.57 1.25 1.26 11 1 WATCH BIRDS |
| R -.06 54 D .12 .86 -.18 1.01 -.18 11 1 WATCH BIRDS |

Example 7: The DIF demographic column is not part of the person label. Use the FORMAT= instruction to rearrange the
record.

Was:

0 1 2 3
123456789012345678901234567890
AXXXXXXXXXXXXXXXXXXXBCyyyyyyyy ; original record layout
ITEM1=2

NI=19 ; the x's

NAME1=21 ; starts with B
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To move column 1 after column 21 with XWIDE=1:

XXXXXXXXXXXXXXXXXXXBACyyyyyyyy ; after internal reformatting

FORMAT = (T2,20A,T1,1A,T22,1003)

ITEM1 = 1 ; references position in the reformatted record.

NI = 19 ; the x's

NAMEl1l = 20 ; starts with B - references position in the reformatted record.
DIF = S2W1l ; code A

The first reformatted record is shown on your screen so you can check thatitis how you want it.

Example 8: We only want DIF between person classification groups Aand B, not the other person groups. Classification
group code is in column 3 of the person label.
In the Specification pull down menu
PSELECT=??{AB}
Output Table menu: Table 30.

11.27 DISCRIMINATION= item discrimination

Rasch models assert thatitems exhibit the model-specified item discrimination. Empirically, however, item discriminations
vary. During the estimation phase of Winsteps, all item discriminations are asserted to be equal, of value 1.0, and to fit the
Rasch model. But empirical item discriminations never are exactly equal, so Winsteps can also report an estimate of those
discriminations post-hoc (as a type of fit statistic). The amount of the departure of a discrimination from 1.0 is an indication
of the degree to which that item misfits the Rasch model.

DISCRIM=NO Do not report an estimate of the empirical item discrimination.
DISCRIM=YES Report an estimate of the empirical item discrimination in the IFILE= and Tables 6.1, 10.1, etc.

An estimated discrimination of 1.0 accords with Rasch model expectations for an item of this difficulty. A value greater than
1 means that the item discriminates between high and low performers more than expected for an item of this difficulty. A
value less than 1 means that the item discriminates between high and low performers less than expected for an item of
this difficulty. In general, the geometric mean of the estimated discriminations approximates 1.0, the Rasch item
discrimination.

Rasch analysis requires items which provide indication of relative performance along the latent variable. ltis this
information which is used to construct measures. From a Rasch perspective, over-discriminating items are tending to act
like switches, not measuring devices. Under-discriminating items are tending neither to stratify nor to measure.

Over-discrimination is thought to be beneficial in manyraw-score and IRT item analyses. High discrimination usually
corresponds to low MNSQ values, and low discrimination with high MNSQ values. In Classical Test Theory, Guttman
Analysis and much of ltem Response Theory, the ideal item acts like a switch. High performers pass, low performers fail.
This is perfect discrimination, and is ideal for sample stratification, but such an item provides no information about the
relative performance of low performers, or the relative performers of high performers.

Winsteps reports an approximation to what the discrimination parameter value would have been in a 2-PL IRT program,
e.g., BILOG for MCQ, or PARSCALE for partial credititems. IRT programs artificially constrain discrimination values in order
to make them estimable, so Winsteps discrimination estimates tend to be wider than 2-PL estimates. For the lower
asymptote, see ASYMPTOTE-=.

The algebraic representation of the discrimination and lower asymptote estimate by Winsteps are similar to 2-PL/3-PL IRT,
but the estimation method is different, because Winsteps does not change the difficulties and abilities from their 1-PL
values. Consequently, in Winsteps, discrimination and asymptotes are indexes, not parameters as theyare in 2-PL/3-PL.

A Rasch-Andrich threshold discrimination is also reported, see Table 3.2.

With DISCRIM=YES,

JENTRY  RAW | INFIT | OUTFIT |SCORE|ESTIM| |
|NUMBER SCORE COUNT MEASURE ERROR|MNSQ ZSTD|MNSQ ZSTD|CORR.|DISCR| ACTS
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| +
| 23 40 74 2.19 .2112.42
| 17 93 74 .16 .19| .65

+ + |
.00| .09| WATCH A RAT |
.70| 1.20| WATCH WHAT ANIMALS EAT |

8.9|
-2.5]

6.314.13
-2.7| .59

11.28 DISFILE= category/distractor/option count file

DISFILE=filename produces an output file containing the counts for each distractor or option or category of each item,
similar to Table 10.3. See also Distractor Analysis

DISFILE=? opens a Browse window

DISOPTION= Code or DISOPTION= Score summary. These control the contents of the output fields.

With DISOPTION= Code
ITEM CODE VALUE SCORE
LABEL
13 *
nh0l supermarket
13 a
nh0l supermarket
13 b
nh0l supermarket
13 ¢
nh0l supermarket
13 4d
nh01

UNWTD

-1 -1 17

0 0 2

0 0 1

1 1 8

0 0 2

supermarket
With DISOPTION= Score

ITEM CODE
LABEL
13
nh01
13
nh01
13
nh01

VALUE SCORE UNWTD

-1 17
supermarket

0 5
supermarket

1 8

supermarket

UNWTD % WTD WTD % AVGE MEAS P.SD MEAS S.E. MEAS INFT MNSQ OUTF MNSQ PTMA
56.67 17.0 56.67 1.14 1.99 .50 .00 .00 .46
15.38 2.0 15.38 -1.07 .12 .12 .68 .61 -.31
7.69 1.0 7.69 -.13 .00 .00 1.73 1.55 .14
61.54 8.0 61.54 -.58 .82 .31 1.35 1.40 -.11
15.38 2.0 15.38 .14 .60 .60 2.26 2.43 .36

UNWTD % WTD WTD % AVGE MEAS P.SD MEAS S.E. MEAS INFT MNSQ OUTF MNSQ PTMA
56.67 17.0 56.67 1.14 1.99 .50 .00 .00 .46
38.46 5.0 38.46 -.40 .68 .34 1.41 1.53 .11
61.54 8.0 61.54 -.58 .82 .31 1.35 1.40 -.11

This file contains 1 heading lines (unless HLINES=N), followed by one line for each CODES= of each item (whether the
code is observed for the item or not) containing:

Columns:
Start: End: Heading Description
1 10 ITEM Item entry number
CODE Response code in CODES= or *** = missing (not subtotal)
(blank for
" 20 DISOPTION=
S)
VALUE Numerical value of the response code (directly or with KEYn=, NEWSCORE-=,
21 o5 (blank for  |IVALUEx=, MISSCORE-= etc.). -1 means "response is ignored"
DISOPTION=
S)

Score for category (DISOPTION=C) or summed across categories (DISOPTION=S)
27 30 SCORE used for estimating the Rasch item measure (after recounting, weighting, etc.). -1

means "response is ignored"

Count of all valid response codes in data set (excludes missing except for
31 40 UNWTD "MISSING" lines)
41 50 UNWTD % |Percent of UNWTD responses to this item.

Count of all valid response codes (weighted with PWEIGHT=) in data set (excludes
51 60 WTD . . s

missing except for "MISSING" lines)
61 70 WTD % % of WTD responses to this item
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71 80 AVGE MEAS [Average person measure for WTD responses

81 90 P SD MEAS P.SD is the population standard deviation of the person measures for WTD
responses
Standard Error of average person measure for WTD responses = sqrt (P.SD (AVGE

91 100 S.E. MEAS MEAS) / (WTD - 1))

101 101 INFT MNSQ |Infit Mean-square of weighted responses, omitting responses in extreme scores

111 120 OUTF MNSQ |Ouftfit Mean-square of weighted responses, omitting responses in exireme scores
PTMA s the point-correlation between this code or summary score, scored 1, or its

121 130 PTMA non-occurrence, scored 0, and the person raw scores or measures chosen by
PTBISERIAL=. The computation is described in Correlations.

132 - LABEL Item label

DISOPTION=Code - Since the DISFILE= has the same number of CODES= and MISSING "***" entries for everyitem, the
repeated fields are filled out with "0" for any unobserved response codes.

DISOPTION=Score - Only observed scores are reported.

Percentages for non-missing response-scores are computed based on total count of non-missing response scores.
Percentages for missing response-scores are computed based on total count of all response scores.

When CSV=Y, commas separate the values with quotation marks around the "ltem label", response in CODES=, and ***.
When CSV=T, the commas are replaced by tab characters.

Example: You wish to write a file on disk called "DISCOUNT.TXT" containing the item distractor counts from Table 14.3, for
use in constructing your own tables:
DISFILE=DISCOUNT.TXT

11.29 DISOPTION= distractor file option =C

DISOPTION= Code The distractor file DISFILE= reports byitem response code
in CODES=

DISOPTION= Score The distractor file DISFILE= reports byitem response score
values of codes

11.30 DISTRACTOR= output option counts in Tables 10, 13-15

This variable controls the reporting of counts of option, distractor or category usage in Table 10.3 etc. The standard is
DISTRACTOR=YES, if more than two values are specified in CODES=.

DISTRACTOR=No [Omitthe option or distractor Table 10.3 etc.

DISTRACTOR=Yes |Include Table 10.3 etc, i.e., counts, for each item, for each of the values in CODES=, and for the
number of responses counted as MISSCORE=

Distractor Analysis - Multiple-Choice (MCQ) Distractors

The distractor table reports what happened to the original observations after they were scored dichotomously.
ltem writers often intend the MCQ options to be something like:

A. Correct option (scored 1) - high-ability respondents - highest positive point-biserial

B. Aimost correct distractor (scored 0) - almost-competent respondents - somewhat positive point-biserial

C. Mostly wrong distractor (scored 0) - slightly competent respondents - zero to negative point-biserial

D. Completely wrong distractor (scored 0) - ignorant respondents - highly negative point-biserial

The distractor table reports whether this happened.

Example of a good set of distractors:
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AVGE
ITEM CODE SCORE MEAS FTMEA
1 [B] 0 -1.59 -0, TH Most incormrect choice
1 [ 0 -0.44 -0.15
1 B 0 022 .10
1 A 1 N 2.37 ’0_45 Most commect choice

You will obtain exactly the same Rasch measures if you score your MCQ items in advance and submita 0-1 datasetto
Winsteps.

11.31 DPF= columns within item label for Table 31

DPF= specifies the part of the item label which is to be used for classifying items in order to identify Differential Person
Function (DPF) - uniform or non-uniform - using the column selection rules. See also DPF Table and DIF and DPF
considerations.

DPF= file name file containing details

DPF=* in-line list

DPF=$S1W1 field in item label

DPF= MA2 item difficulty levels for non-uniform DPF
DPF= $S1W1 + MA2 | item groups

See ISUBTOTAL for format.
See DPF Table 31.

Example 1: Columns 3 and 4 of the item label (between &END and END LABELS) contains content-area code:
DPF = $S3E4 ; startin column 3 and end in column 4 of item label
tfile=*
31 ; Table 31 is DPF Table (or use Output Tables menu)

Example 2: Columns 3 of the item label contains a content code. Column 5-6 have a complexity code. Two independent
DIF analyses are needed:

DPF =*
$S3W1 ; content analysis
$S5W2 ; complexity

tfile=*
31 ; Table 31 is DPF Table (or use Output Tables menu)

11.32 EDFILE= edit data file

This permits the replacement of data values in your data file with other values, without altering the data file. Data values are
in the original data file format, specified in CODES=. If specified as decimals, they are rounded to the nearest integers.
Additional persons can be entered beyond those in DATA= or after END LABELS. Values can be in any order, but are more
speedily process in person-entry order. Person labels can be inserted or changed using PLFILE=.

EDFILE= file name file containing details

EDFILE= file name + file name + ... [multiple files

EDFILE =~ in-line list

EDFILE =? opens a Browser window to find the file
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Suggestion: sort the data lines as "person-entry-number ascending” for faster processing.

Its formatis:

EDFILE=*

person entry number [item entry number|insertion or replacement data value
or or

"person selection" |"item selection”

Ranges are permitted for entry numbers: first-last.

Person and item selections must be in quotation marks " ", and follow the selection rules:

Selection rules:

Control characters match label or name. They start at the first column of the label or name.

? matches any character

*

matches any string of characters - must be last selection character.
If *is in the first column, then every available person or item is selected.

A matches Ain the person label, and similarly all other characters except{}

{.} braces characters which can match a single character: {ABC} matches AorB or C.
{.-.} matches single characters in a range. {0-9} matches digits in the range 0 to 9.
{.--.} matches a single "-" {AB--} matches Aor B or"-".

{~ABX} omits persons or items which match Aor B or X
@fieldname= [positions the next selection character at the start of the specified field

Example 1: In your MCQ test, you wish to correct a data-entry error. Person 23 responded to item 17 with a D, not whatever
is in the data file.

EDFILE=%*

23 17 D ; person 23, item 17, data value of D
*

Example 2: Person 43 failed to read the attitude surveyinstructions correctly for items 32-56. Mark these missing.

EDFILE=%*

43 32-56 " " ; person 43, items 32 to 56, blanks are missing data.
*

Example 3: Persons 47-84 are to be given a rating of 4 on item 16.

EDFILE=*

47-84 16 4 ; persons 47 to 84, item 16, data value of 4
*

Example 4: ltems 1-10 are all to be assigned a datum of 1 for the control sub-sample, persons 345-682.

EDFILE=*

345-682 1-10 1 ; persons 345-682, items 1 to 10, data value 1.
*

Example 5: Missing data values are to be imputed with the values nearest to their expectations.

a. Produce PFILE=, IFILE= and SFILE= from the original data (with missing).

b. Use those as PAFILE=, IAFILE=, SAFILE= anchor files with a data setin which all the original non-missing data
are made missing, and vice-versa - it doesn't matter what non-missing value is used.

c. Produce XFILE= to obtain a list of the expected values of the originally missing data.

d. Use the EDFILE= command to impute those values back into the data file. It will round expected values to the
nearestinteger, for us as a category value.
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EDFILE=*

17 6 2.6 ; persons 17, item 6, expected value 2.6, imputed as category "3".
*

Example 6: All responses to item 6 for males "M" in column 6 of person label are to be coded as "missing", character ".":

EDFILE=%*

*

Example 7: We want to do Examples 1, 2, 3, 4, 5, 6 all at once to our dataset:

EDFILE=*
23 17 D ; person 23, item 17, data value of D
43 32-56 " " ; person 43, items 32 to 56, blanks are missing data.

47-84 16 4 ; persons 47 to 84, item 16, data value of 4
345-682 1-10 1 ; persons 345-682, items 1 to 10, data value 1.
17 6 2.6 ; persons 17, item 6, expected value 2.6, imputed as category "3".

*

Example 8: We want person group X (in column 4 of the person label) except for subgroups 11, 24 (in columns 6, 7 of the
person label):

PSELECT = "??°?X?{12}{14}" ; this selects X and 11, 14, 21, 24
EDFILE=%*

"??2?2?2214" "?" . ; convert 14 to missing data

"???22221" "?" . ; convert 21 to missing data

*

Example 9: Exceedingly unexpected responses are to be coded "missing”. (ltis easier, but notas exact, to use CUTLO=
and CUTHI= to trim the observations).

Either

Extract into Excel the list of unexpected observations from Table 6.6 or Table 10.6.
Or

Output the XFILE= to Excel

Sort by unexpectedness (standardized residual)

Delete all rows except for the responses you want to code missing

Then
Rearrange the columns: Person ltem
In the third column put the desired missing data code.
Copy-and-paste the three columns into a text file.
In your Winsteps control file:
EDFILE = (text file name)
Rerun the analysis

Example 9: All data in a separate EDFILE= data file.

NAME1 =1 NAME1 =1

ITEM1 =31 ITEM1 =31

NI = (number of items) NI = (number of items)

CODES = ABCD CODES = ABCD

EDFILE="* EDFILE= eddata.txt

11A DATA = personlabels.txkt ; list of person labels
15B

23A &END

210C

..... END LABELS
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&END and in another file, eddata.txt,

1T1A

END LABELS 15B

(list of person labels or nothing) 23A
210C

Example 10: Item bank recalibration for computer-adaptive tests (CAT) or similar.
Here is a method is that maintains the accuracy of previously-reported person measures as much as possible:

1.

o gk wnN

N

collect up all the relevant data and format the data into a rectangular dataset or equivalent. EDFILE= is useful for
this.

anchor all the persons at their report measures

anchor all items at their item-bank difficulties, and rating-scale structures (if polytomies) SAFILE=

analyze the dataset

the item displacements tell us which items have drifted by how much.

items with displacements of more than 0.5 logits, that are also bigger than the item S.E.s, are candidates for
recalibration.

unanchor all the displaced items. Keep everything else anchored

reanalyze the dataset. The displaced items will now have revised difficulties in the context of the anchored persons.

11.33 EFILE= expected scores on items

EFILE=

operational range of the set of items.

Subsets of items can be reported by using IDELETE= or ISELECT= from the Specification menu.

Options using ETYPE=

ETYPE=E | Expected score on the item for the ability measure according to the Rasch model

ETYPE=P

Most probable category on the item for the ability measure according to the Rasch model. If more than one
category, then middle or immediately higher categoryis shown.

ETYPE=T | Thurstone category on the item for the ability measure according to the Rasch model. If more than one

category, then middle or immediately higher categoryis shown.

Example 1: ETYPE=E with dichotomous 0-1 items.

; EXPECTED SCORES FOR Knox Cube Test (Best Test Design p.31)

MEASURE SCORE 4 5 14 15 16 17

-7.00 .11 .07 .04 .00 .00 .00 .00

-6.85 .12 .08 .04 .00 .00 .00 .00

-6.70 .14 .09 .05 .00 .00 .00 .00

-6.55 .16 .10 .06 .00 .00 .00 .00

7.70 5.74 1.00 1.00 .98 .92 .92 .92

7.85 5.78 1.00 1.00 .98 .93 .93 .93

8.00 5.81 1.00 1.00 .99 .94 .94 .94
MEASURE -7.00 |ability measure in logits or user-scaled units (UIMEAN=, USCALE=)
SCORE .11 expected raw score = sum of expected scores on the items with item weighting if IWEIGHT=
4,5,14,15, .. item entrynumbers
.07, .04, .00, ... Rasch-model expected score or category on the item for the MEASURE

Example 2: Reckase Chart of Expected Scores on All ltems for All Measures.
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Reckase, M. D. (2001). Innovative methods for helping standard-setting participants to perform their task: The role of
feedback regarding consistency, accuracy, and impact. In: Gregory J. Cizek (Ed.), Setting performance standards:
Concepts methods and perspectives (pp. 159-173). Mahwah, NJ: Erlbaum.

MacCann & Stanley, "Rasch Standard Setting", Practical Assessment Research & Evaluation, 11,2, 2, Table 1.

Example 3: Angoff standard-setting ratings to measures to cut-scores

In https://scholarworks .umas .edu/cgi/viewcontent.cgi?article=1188&context=par "The Use of Rasch Modeling To Improve
Standard Setting", their Table 1 is the EFILE= output

Their Table 2 is deduced from the EFILE= output

11.34 END LABELS or END NAMES

The first section of a control file contains control variables, one per line, and ends with &END. This is followed by the
second section of item labels, one per line, matching the items in the analysis. This sections ends with END LABELS or
END NAMES, which mean the same thing. The data can follow as a third section, or the data can be in a separate file
specified by the control variable DATA=.

TITLE ="5 item test"

ITEM1 =1

NI=5

&END

Addition ; label for item 1
Subtraction ; label for item 2
Multiplication ; label for item 3
Division ;label for item 4
Geometry; label for item 5
END LABELS

..... ; data here

11.35 EQFILE= code equivalences

This specifies that different demographic or item-type codes are to be reported as one code. This is useful for Tables 27,
28,30, 31,33 and Use EQFILE=filename or EQFILE=*, followed by a list, followed by a *. These values can be overwritten

from the equivalence boxes when invoking the Tables from the Output Tables menu.

EQFILE= file name |file containing details

EQFILE =~ in-line list

EQFILE = ? opens a Browser window to find the file

The formatis

@Field name = $S1W1 ; user defined field name and location, see selection rules.
EQFILE=" ; start of list

@Field name ; field to be referred to

Base Code Code Code Code ..... ; code list
Base Code Code Code Code .....

Base Code Code Code .....

@Field name ; field to be referred to

Base Code Code Code Code ..... ; code list
Base Code Code Code Code .....

Base Code Code Code Code .....

*:end of list

where @Field name is the name of field in the person or item label, such as
@GENDER =$S1W1 ; Mor F
@STRAND =$S10W2 ; 01to 99

Base is the demographic or item-type code to be reported. It need not be presentin a label
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Code is a demographic or item-type code to be included with the Base code.
Example: gender in the data file is coded 1=Male, 2=Female, but to be reported as Mor F

@GENDER = $S1W1 ; or wherever itis in the person label
EQFILE=*

@GENDER

M1

F2

11.36 ETYPE= option for EFILE=

See EFILE=

11.37 EXCAT= extreme category adjustment

When using Rasch measures for prediction, slightly better results have been obtained when the measure estimates are
based on adjusted data. A productive adjustment makes observations in extreme categories slightlyless extreme.

EXCAT=0 observations in the top and bottom categories of a rating scale or dichotomy
are not adjusted

EXCAT= 0.25 (or any value between 0 and 1) |observations in the top and bottom categories are made more central by
EXCAT= score points

Example: EXCAT=0.25

Dichotomies: 0,1 data are analyzed as 0.25,0.75 data. The observed raw scores are the sums of these values. The
category frequencies are: 0 becomes 0.75*0 and 0.25*1, 1 becomes, 0.25*0, 0.75*1.

Rating scale: 1,2,3,4 data are analyzed as 1.25,2,3,3.75 data. The observed raw scores are the sums of these values. The
category frequencies are: 1 becomes 0.75*1 and 0.25*2, 4 becomes, 0.25*3, 0.75*4.

11.38 EXCELNUMBER= Excel converts numeric labels into
numbers

When person and items labels are output to Excel using IFILE= and PFILE=, those numeric labels can be stored as
characters or numerical values.

EXCELNUMBER = No|All person and items labels become Excel text. Ablank may be appended to the label to force Excel
(default) to do this.

EXCELNUMBER = Strictly numerical labels become Excel numerical values.

Yes Strictly numerical labels have

i) atleastone numeral

ii) the first character is one of .,+-0123456789

iii) the remaining characters are .,0123456789

Examples are:

1234

+1234.45

-123,784

Excel stores and displays numerical values using its own format rules.

All character labels become Excel text.
Example are:
Arthur
The First of June

All other labels become Excel text. Ablank may be appended to the label to force text in Excel.
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Examples are:
2+2= (which Excel might otherwise display as 4)
23E2 (which Excel might otherwise displayas 2300)

11.39 EXTRSC= extreme score correction for extreme measures

EXTRSCORE-= is the fractional score point value to subtract from perfect (maximum possible) scores, and to add to zero
(minimum possible) scores, in order to estimate finite values for extreme scores (formerly MMADJ=). Look at the location of
the E's in the tails of the test ogive in Table 20. If they look too far away, increase EXTRSC= by 0.1. If they look too bunched
up, reduce EXTRSCORE= by 0.1.

The measure corresponding to an extreme (maximum or minimum) score is not estimable, but the measure
corresponding to a score a little less than maximum, or a litle more than minimum, is estimable, and is often a useful
measure to report.

This is how Winsteps handles extreme scores. In Rasch theory, an extreme score (maximum possible score or minimum
possible score) on a set ofitems corresponds to an infinite ability measure (theta). This is impractical and also misleading
in most situations. So Winsteps takes the following action:

If the score is maximum possible, then Winsteps estimates the ability measure for the score (maximum possible -
EXTRSCORE) where EXTRSCORE is a small adjustment to the score. Usually EXTRSCORE = 0.3 score-points. The
reasonable range of EXTRSCORE is 0.1 to 0.5.

If the score is minimum possible, then Winsteps estimates the ability measure for the score (minimum possible +
EXTRSC)

So in one line, this becomes:
Score for estimation = Maximum (Minimum (observed score, maximum possible score - EXTRSCORE) , minimum possible
score + EXTRSCORE)

The actual ability measure corresponding to an adjusted extreme score or any other score depends on the spread of the
items, butitis atleastLn((score for estimation - minimum possible score)/(maximum possible score - score for
estimation)) away from the mean item difficulty.

Rasch programs differ in the way they estimate measures for exreme scores. Adjustment to the value of EXTRSC= can
enable a close match to be made to the results produced by other programs.

There is no "correct" answer to the question: "How large should extreme score adjustments be?" The most conservative
value, and that recommended by Joseph Berkson, is 0.5. Some work by John Tukey indicates that 0.167 is a reasonable
value. The smaller you set EXTRSC=, the further away measures corresponding to extreme scores will be located from the
other measures. The technique used here is Strategy 1 in www.rasch.org/rmt/rmt122h.htm.

See also: G.H. Fischer, On the existence and uniqueness of maximum-likelihood estimates in the Rasch model.
Psychometrika 46 (1981), pp. 59-77

Treatment of Extreme Scores Tables Output files
Placed at extremes of map 1,12,16
Reported by estimated measure 2,3,13,14,15,17,18,19, 20, 22,25, |IFILE=, ISFILE=, PFILE=, RFILE=,
28, 29, 30, 31, 33, 34, 35,36 XFILE=
Omitted 4,5,6,7,8,9,10,11,21,23, 24,26 SFILE=

Example 1: You wish to estimate conservative finite measures for extreme scores by subtracting 0.4 score points from
each perfect score and adding 0.4 score points to each zero person score.
EXTRSCORE=0.4

Example 2: With the standard value of EXTRSCORE-=, this Table is produced:

| ENTRY RAW [ INFIT | OUTFIT |PTBSE]| I
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|NUMBER SCORE COUNT MEASURE ERROR|MNSQ ZSTD|MNSQ ZSTD|CORR.| PERSON |

| mmm e e Fmmm o Fmm——- fmmm I
| 46 60 20 7.23 1.88| MAXIMUM ESTIMATED MEASURE | XPQOO03 |
I 94 62 21 5.83 1.12| .44 -.9| .08 -.6| .62| XPQO1ll |
I 86 18 6 5.11 1.90| MAXIMUM ESTIMATED MEASURE | XPQOO09 |
I 64 50 17 4.94 1.09] .53 -.7| .13 -.6] .60| XPQOO06 |

Here, the 5.11 corresponds to a perfect score on 6 easieritems. The 5.83 was obtained on 21 harder items (perhaps
including the 6 easier items.) To adjust the "MAXIMUM ESTIMATED" to higher measures, lower the value of EXTRSCORE-=,
e.g., to EXTRSCORE=0.2

Example 3. EXTRSCORE=is applied to the response string as observed. So, imagine that Mary is administered 5

dichotomous items out of a pool of 100 items and scores R on the 5 items. Her estimate will be based on:
Score for estimation = Maximum (Minimum(R, 5 - EXTRSCORE), 0 + EXTRSCORE)

11.40 FITHIGH= higher bar in charts

Use FITHIGH= to position the higher acceptance bars in Tables like 6.2. Use FITLOW= to position the lower bar.
FITHIGH=0 cancels the instruction.

Example: We want the lower mean-square acceptance bar to be shown at 1.4

FITHIGH=1.4 ; show higher fit bar
CHART=YES ; produce Tables like 6.2

ACTS FIT GRAPH: MISFIT ORDER

s
+

|ENTRY | MEASURE | INFIT MEAN-SQUARE | OUTFIT MEAN-SQUARE |

|
|NUMBER| - + |0.0 1 1.4 2]0.0 1 1.4 2| ACTS G |
| + + + + |
| 23| x| . H *| . : *| WATCH A RAT 0|
| 5| *|: L *|: L *| FIND BOTTLES AND CANS 0|
| 20| * | A |: . HE | WATCH BUGS 0|
| 18| * |: Lok |: Sk | GO ON PICNIC 0|
| 8| * | ko | : Lx | LOOK IN SIDEWALK CRACKS 0|

11.41 FITI= item misfit criterion

Specifies the minimum ¢ standardized fit value at which items are selected for reporting as misfits. For Table 10, the table
of item calibrations in fit order, an item is omitted onlyif the absolute values of both t standardized fit statistics are less than
FITI=, and both mean-square statistics are closer to 1 than (FITI=)/10, and the item point-biserial correlation is positive. The
26 most underfitting items (high mean-squares) and 26 most overfitting items (low mean-squares) are always reported.

For Table 11, the diagnosis of misfitting items, all items with a t standardized fit greater than FITI= are reported. Selection is
based on the OUTFIT statistic, unless you set OUTFIT=N in which case the INFIT statistic is used. f MNSQ=YES, then
selection is based on the mean-square value: 1 + FITI=/10.

Example 1: You wish to focus on grossly "noisy" items in Tables 10 and 11.
FITI=4 an extreme positive value

Example 2: You wish to include all items in Tables 10 and 11.
FITI=0

11.42 FITLOW= lower bar in charts

Use FITLOW= to position the lower acceptance bars in Tables like 6.2. Use FITHIGH= to position the higher bar.
FITLOW=0 cancels the instruction.

Example: We want the lower mean-square acceptance bar to be shown at 0.6

FITLOW=0.6 ; show lower fit bar
CHART=YES ; produce Tables like 6.2
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PUPIL FIT GRAPH: MISFIT ORDER

e ke ettt ettt +
|[ENTRY | MEASURE | INFIT MEAN-SQUARE | OUTFIT MEAN-SQUARE | |
| NUMBER| - + 1 .0 0.6 1 :2] .0 0.6 1 :2| PUPIL |
|-=-=---- +---—————- Fom - R et T |
| 46| | * | T : L x | MULLER, JEFF |
I 26| I * |U | NEIMAN, RAYMOND |
I 30| * I * |V | NORDGREN, JAN SWEDE |
I 23] * I * . le * | VROOM, JEFF |
| 22| * | * . |b * | HOGAN, Kathleen |
| 21| * | * : . la * | RISEN, NORM L. |

11.43 FITP= person misfit criterion

Specifies the minimum t standardized fit value at which persons are selected for reporting as misfits. For Table 6, person
measures in fitorder, a person is omitted only if the absolute values of both t standardized fit statistics are less than FITP=,
and both mean-square statistics are closer to 1 than (FITP=)/10, and the person point-biserial correlation is positive. The
26 most underfitting persons(high mean-squares) and 26 most overfitting persons (low mean-squares) are always
reported.

For Table 7, the diagnosis of misfitting persons, with a t standardized fit greater than FITP= are reported. Selection is based
on the OUTFIT statistic, unless you set OUTFIT=N in which case the INFIT statistic is used. If MNSQ=YES, then selection is
based on the mean-square value: 1 + FITP=/10.

Example 1: You wish to examine wildly guessing persons in Tables 6 and 7.
FITP=3 an extreme positive value

Example 2: You wish to include all persons in Tables 6 and 7.
FITP=0

11.44 FORMAT=reformat data
Enables you to process awkwardly formatted data! But MFORM S= is easier
FORMAT= is rarely needed when there is one data line per person.

Place the data in a separate DATA= file, then the Winsteps screen file will show the first record before and after FORMAT=.
The formatted data records are also shown from the Edit menu, Formatted Data=.

Control instructions to pick out every other character for 25 two-character responses, then a blank, and then the person
label:

XWIDE=1

data=datafile. txt

format=(T2,25(1A,1X) ,T90,1A,T11,303)

This displays on the Winsteps screen:

Opening: datafile. txt
Input Data Record before FORMAT=:

1 2 3 4 5 6 7
1234567890123456789012345678901234567890123456789012345678901234567890
0lxx 1x1 10002000102020202000201010202000201000200ROSSNER, MARC DANIEL
Input Data Record after FORMAT=:
1x11102012222021122021020 L
~I AN*P

Alis Item1=column

AN is the lastitem according to NI=
AP is Name1=column
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FORMAT= enables you to reformat one or more data record lines into one new line in which all the component parts of the
person information are in one person-id field, and all the responses are put together into one continuous item-response
string. AFORMAT= statement is required if

1) each person's responses take up several lines in your data file.

2) ifthe length of a single line in your data file is more than 10000 characters.

3) the person-id field or the item responses are notin one continuous string of characters.

4) you want to rearrange the order of your items in your data record, to pick out sub-tests, or to move a set of connected
forms into one complete matrix.

5) you onlywant to analyze the responses of every second, or nth, person.

FORMAT= contains up to 512 characters of reformatting instructions, contained within (..), which follow special rules.
Instructions are:

nA |read in n characters starting with the current column, and then advance to the next column after them. Processing
starts from column 1 of the firstline, so that 5Areads in 5 characters and advances to the sixth column.

nX |means skip over n columns. E.g. 5Xmeans bypass this column and the next4 columns.

Tc |goto column c. T20 means get the next character from column 20.
T55 means "tab" to column 55, not "tab" passed 55 columns (which is TR55).

TLc [go c columns to the left. TL20 means get the next character the column which is 20 columns to the left of the curren
position.

t

TRc [go c columns to the right. TR20 means get the next character the column which is 20 columns to the right of the
current position.

/ means go to column 1 of the nextline in your data file.

n(..) |repeatthe string of instructions within the () exactly n times.

, acomma is used to separate the instructions.

Set XWIDE=2 and you can reformat your data from original 1 or 2 column entries. Your data will all be analyzed as
XWIDE=2. Then:

nA2 ([read in n pairs of characters starting with the current column into n 2-character fields of the formatted record. (For
responses with a width of 2 columns.)

Al read in n 1-character columns, starting with the current column, into n 2-character fields of the formatted record.

Always use nA1 for person-id information. Use nA1 for responses entered with a width of 1-character when there are also
2-character responses to be analyzed. When responses in 1-character format are converted into 2-character field format
(compatible with XWIDE=2), the 1-character response is placed in the first, left, character position of the 2-character field,
and the second, right, character position of the field is left blank. For example, the 1-character code of "A" becomes the 2-
character field "A". Valid 1-character responses of "A", "B", "C", "D" must be indicated by CODES="AB C D " with a blank
following each letter.

ITEM1= must be the column number of the first item response in the formatted record created by the FORMAT=
statement. NAME1= must be the column number of the first character of the person-id in the formatted record.

Example 1: Each person's data record file is 80 characters long and takes up one line in your data file. The person-id is in
columns 61-80. The 56 item responses are in columns 5-60. Codes are "A", "B", "C", "D". No FORMAT=is needed. Data
look like:

xxxxDCBDABCADCDBACDADABDADCDADDCCDADDCAABCADCCBBDADCACDBBADCZarathrustra-Xerxes

Without FORMAT=
XWIDE=1 response width (the standard)
ITEM1=5 start of item responses
NI=56 number of items
NAME1=61 start of name
NAMLEN=20 length of name
CODES=ABCD valid response codes

With FORMAT=
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Reformatted record will look like:
DCBDABCADCDBACDADABDADCDADDCCDADDCAABCADCCBBDADCACDBBADCZarathrustra-Xerxes

XWIDE=1 response width (the standard)

FORMAT=(4X,56A,20A) skip unused characters

ITEM1=1 start of item responses

NI=56 number of items

NAME1=57 start of name

NAMLEN=20 length of name

CODES=ABCD valid response codes

Example 2: Each data record is one line of 80 characters. The person-id is in columns 61-80. The 28 item responses are
in columns 5-60, each 2 characters wide. Codes are "A","B"," C"," D". No FORMAT= is necessary. Data look like:
xxxx CDBACBCAADDDDCDDCACDC CEBATCCB A CZarathrustra-Xerxes
Without FORMAT=

XWIDE=2 response width

ITEM1=5 start of item responses

NI=28 number of items

NAME1=61 start of name

NAMLEN=20 length of name

CODES=" A B C D" valid response codes

With FORMAT=
Columns of reformatted record:
1-2-3-4-5-6-7-8-9-0-1-2-3-4-5-6-7-8-9-0-1-2-3-4-5-6-7-8-90123456789012345678
CDBACBCAADDDDCDDC CACDCBACTCB A CZarathrustra-Xerxes

XWIDE=2 response width

FORMAT=(4X,28A2,20A1) skip unused characters

ITEM1=1 start of item responses in formatted record

NI=28 number of items

NAME1=29 start of name in "columns"

NAMLEN=20 length of name

CODES=" A B C D" valid response codes

Example 3: Each person's data record is 80 characters long and takes one line in your data file. Person-id is in columns
61-80. 30 1-character item responses, "A", "B", "C" or "D", are in columns 5-34, 13 2-character item responses, "01", "02" or
"99", are in 35-60.

xxxxDCBDABCADCDBACDADABDADCDADDCCA01990201019902010199020201Zarathrustra-Xerxes.

becomes on reformatting:

Columns:

1234567890123456789012345678901-2-3-4-5-6-7-8-9-0-1-2-3-45678901234567890123
DCBDABCADCDBACDADABDADCDADDCCA01990201019902010199020201Zarathrustra-Xerxes

XWIDE=2 analyzed response width
FORMAT=(4X,30A1,13A2,20A1) skip unused
ITEM1=1 start of item responses in formatted record
NI=43 number of items
NAME1=44 start of name
NAMLEN=20 length of name
CODES="A B C D 010299" valid responses
~ l-character code followed by blank

Example 4: The person-id is 10 columns wide in columns 15-24 and the 50 1-column item responses, "A", "B", "C", "D", are
in columns 4000-4019, then in 4021-50. Data look like:
XXXXXXXXXXXXXxxJohn-Smithxxxx....xxxDCBACDADABCADCBCDABDxBDCBDADCBDABDCDDADCDADBBDCDABB
becomes on reformatting:
John-SmithDCBACDADABCADCBCDABDBDCBDADCBDABDCDDADCDADBBDCDARBB

FORMAT=(T15,10A,T4000,20A,1X,30A4)

NAMEl=1 start of person name in formatted record

NAMLEN=10 length of name (automatic)

ITEM1=11 start of items in formatted record

NI=50 50 item responses

CODES=ABCD valid response codes
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Example 5: There are five records or lines in your data file per person. There are 100 items. ltems 1-20 are in columns 25-
44 offirst record; items 21-40 are in columns 25-44 of second record, etc. The 10 character person-id is in columns 51-60
of the last (fifth) record. Codes are "A", "B", "C", "D". Data look like:
XXXXXXXXXXXXXXXXXXXXXXXXACDBACDBACDCABACDACD

XXXXXXXXXXXXXXXXXXXXXXXXDABCDBACDBACDCABACDA

XXXXXXXXXXXXXXXXXXXXXXXXACDBACDBACDCABACDACD

XXXXXXXXXXXXXXXXXXXXXXXXDABCDBACDBACDCABACDA
XXXXXXXXXXXXXXXXXXXXXXXXABCDBACDBACDCABACDADxxxxxxMary-Jones

becomes:
ACDBACDBACDCABACDACDDABCDBACDBACDCABACDAACDBACDBACDCABACDACDDABCDBACDBACDCABACDAABCDBACDBACDCABACDADMary-Jones

FORMAT= (4 (T25,20A,/) ,T25,20A,T51,10A)

ITEM1=1] start of item responses

NI=100 number of item responses

NAME1=101 start of person name in formatted record
NAMLEN=10 length of person name

CODES=ABCD valid response codes

Example 6: There are three lines per person. In the firstline from columns 31 to 50 are 10 item responses, each 2
columns wide. Person-id is in the second line in columns 5 to 17. The third line is to be skipped. Codes are "A","B","C ",
"D ". Data look like:

XXXXXXXXXXXXKXXXXXXXKXXXXXXXXXXX A C B D A D C B A DXXXXXXXX

xxxxJoseph— Carlosxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx

XXXXXX XXX XXX XX XXX XXX XXX XX XXX XXX XXX XX XXX XXX XXX XXX XXX

becomes:
Columns:
1-2-3-4-5-6-7-8-9-0-1234567890123
A CBDADC B A DJoseph-Carlos

FORMAT=(T31,10A2,/,T5,13A1,/)

ITEM1=1 start of item responses

NI=10 number of items

XWIDE=2 2 columns per response
NAME1=11 starting "A" of person name
NAMLEN=13 length of person name
CODES='A B C D ' valid response codes

If the third line isn't skipped, format a redundant extra column in the skipped lastline. Replace the first control variable in
this with:
FORMAT=(T31,10A2,/,T5,13A1,/,A1l) last Al unused

Example 7: Pseudo-random data selection

To skip every other record, use (for most situations):
FORMAT=(500A, /) ; skips every second record of two
or

FORMAT=(/, 500A) ; skips every first record of two

You have a file with 1,000 person records. This time you want to analyze every 10th record, beginning with the 3rd person in
the file, i.e., skip two records, analyze one record, skip seven records, and so on. The data records are 500 characters long.

XWIDE = 1
FORMAT = (/,/,500A,/,/,/,/.,/.,/.,/)
or
XWIDE = 2
FORMAT = (/,/,100a2,300a1,/,/,/,/,/,/,/) ; 100 2-character responses, 300 other columns

Example 8: Test A, in file EXAM10A.TXT, and TEST B, in EXAM10B.TXT, are both 20 item tests. They have 5 items in
common, but the distractors are not necessarilyin the same order. The responses must be scored on an individual test
basis. Also the validity of each testis to be examined separately. Then one combined analysis is wanted to equate the
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tests and obtain bankable item difficulties. For each file of original testresponses, the person information is in columns 1-
25, the item responses in 41-60.

The combined data file specified in EXAM10C.TXT, is to be in RFILE= format. It contains

Person information 30 characters (always)
Item responses Columns 31-64

The identification of the common items is:
Test ltem Number (=Location in item string)

Bank 1 2 3 4 5 6-20 21-35
A 3 1 7 8 9 2,4-6,10-20
B: 4 5 6 2 11 1,3,7-10,12-
20

I. From Test A, make a response (RFILE=) file rearranging the items with FORMAT=.

; This file is EXAMI1O0A.TXT

&INST

TITLE="Analysis of Test A"

RFILE=EXAM10AR.TXT ; The constructed response file for Test A

NI=20

FORMAT=(25A,T43,A,T41 ,A,T47,3A,T42,A,T44,3A,T50,11A3)

ITEM1=26 ,; Items start in column 26 of reformatted record

CODES=ABCD# ; Beware of blanks meaning wrong!

; Use your editor to convert all "wrong" blanks into another code,

; e.g., #, so that they will be scored wrong and not ignored as missing.
KEYFRM=1 ; Key in data record format

&END

Key 1 Record CCBDACABDADCBDCABBCA

BANK 1 TEST A 3 ; first item name

BANK 20 TEST A 20

END NAMES
Person 01 A BDABCDBDDACDBCACBDBA
Person 12 A BADCACADCDABDDDCBACA

The RFILE= file, EXAM10AR.TXT, is:

Person 01 A 00001000010010001001
Person 02 A 00000100001110100111
Person 12 A 00100001100001001011

Il. From Test B, make a response (RFILE=) file rearranging the items with FORMAT=. Responses unique to Test A are filled
with 15 blank responses to dummyitems.

; This file is EXAMI1O0B.TXT

&INST

TITLE="Analysis of Test B"

RFILE=EXAM10BR.TXT ; The constructed response file for Test B

NI=35

FORMAT= (25A,T44,3A,T42,A,T51,A,T100,15A,T41,A,T43,A,T47,4A,T52,94)
; Blanks are imported from an unused part of the data record to the right!
; T100 means "go beyond the end of the data record"
; 15A means "get 15 blank spaces"

ITEM1=26 ,; Items start in column 26 of reformatted record
CODES=ABCD# ; Beware of blanks meaning wrong!

KEYFRM=1 ; Key in data record format

&END
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Key 1 Record CDABCDBDABCADCBDBCAD
BANK 1 TEST B 4

BANK 5 TEST B 11
BANK 6 TEST A 2

BANK 20 TEST A 20
BANK 21 TEST B 1

BANK 35 TEST B 20

END NAMES
Person 01 B BDABDDCDBBCCCCDAACBC
Person 12 B BADABBADCBADBDBBBEBEB

The RFILE= file, EXAM10BR.TXT, is:

Person 01 B 10111 010101001000100
Person 02 B 00000 010000000001000
Person 11 B 00010 001000000000100
Person 12 B 00000 000101000101000

lll. Analyze Test A's and Test B's RFILE='s together:

; This file is EXAM10C.TXT

&INST

TITLE="Analysis of Tests A & B (already scored)"
NI=35

ITEM1=31 ; Items start in column 31 of RFILE=
CODES=01 ; Blanks mean "not in this test"

DATA=EXAM10AR.TXT+EXAM10BR.TXT ; Combine data files

; or, first, at the DOS prompt,

;  C:> COPY EXAM10AR.TXT+EXAM10BR.TXT EXAM10AB.TXT (Enter)
; then, in EXAM10C.TXT,

; DATA=EXAM10AB. TXT

PFILE=EXAM10CP.TXT ; Person measures for combined tests
IFILE=EXAM10CI.TXT ; Item calibrations for combined tests

tfile=* ; List of desired tables

3 ; Table 3.1 for summary statistics, 3.2,

10 ; Table 10 for item structure

*

PRCOMP=S ; Principal components/contrast analysis with standardized residuals
&END

BANK 1 TEST A 3 B 4

BANK 35 TEST B 20
END NAMES

Shortening FORMAT= statements
If the required FORMAT= statement exceeds 512 characters, consider using this technique:

Relocate an entire item response string, but use an IDFILE= to delete the duplicate items, i.e., replace them byblanks. E.g.,
for Test B, instead of

FORMAT=(25A, T44,3A,T42,A,T51,A, T100,15A, 41,A,T43,A,T47,4A,T52,9A)

NI=35

Put Test 2 as items 21-40 in columns 51 through 70:

FORMAT=(25A, T44,3A,T42,A,T51,A, T100,15A, T41,201)
NI=40
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Blank out (delete) the 5 duplicated items with an IDFILE= containing:
24-26
22
31

11.45 FORMFD= the form feed character

Do not change FORMFD= unless you have problems printing the tables or importing them into some other program.
The form feed character indicates the start of a new page of print-out. The DOS standard is Ctrl+L (ASCII 12) which is what
represented by * (Shift+6). The DOS standard is understood by most word-processing software and PC printers as the
instruction to skip to the top of a new page, i.e., form feed. The ASA (FORTRAN) form feed character is 1.
Notepad does not have a "form feed" or page advance feature. You must put extra blank lines in the output files.
Example 1: You want your EPSON LQ-500 printer to form feed automatically at each new page of output. (You have already
set the printer to use compressed print, at 15 cpi, because outputlines contain up to 132 characters):

FORMFD=* (the standard)
Example 2: Your main-frame software understands a "1" in the first position of a line of print-out to indicate the top of a new

page:
FORMFD=1

11.46 FRANGE= half-range of fit statistics on plots

Specifies the t standardized fit Y-axis half-range, (i.e. range away from the origin), for the t standardized fit plots. FRANGE=
is in units of t standardized fit (i.e., expected mean = 0, standard deviation = 1).

Example: You want the fit plots to display from -3 to +3 units of t standardized fit:
FRANGE=3

11.47 FREQUENT= heading in Tables 1,12, 16

Please see MORE=

11.48 FSHOW-= show files created from control file

When files are created from a control variable in the control file are notimmediately displayed in a window unless
FSHOW=Yes.

Files can be displayed from the Edit Menu.
Example: The PFILE= is specified in the control file, and is to be displayed as soon as itis created:

PFILE= examineelist.txt
FSHOW-=Yes ; displayimmediately

11.49 GRFILE= probability curve coordinate output file

If GRFILE=filename is specified, a file is output which contains a list of measures relative to item difficulty (x-axis
coordinates) and corresponding expected scores and category probabilities (y-axis coordinates) to enable you to use your
own plotting program to produce item-category plots like those in the Graphs menu.

GRFILE=? opens a Browse window

Column Heading Column Contents Fixed Columns
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ITEM (or ITEM= value) An example item number from the 6
response-structure grouping - see
ISGROUPS=

MEAS (Measure) The measure relative to item difficulty 7
(user-rescaled by USCAL E=) with
UDECIMALS= decimal places. Add the
item difficulty to MEAS for absolute
measure relative to the latent variable.
The plotted range is atleast
MRANGE= away from its center.

SCOR (Score) Expected score for the Modeled ltem 7
Characteristic Curve (ICC) or ltem
Response Function (IRF).

INFO (Information) Statistical information for ltem 7
Information Function. Sum these for all
items for the Test Information Function

(TIF).

0 (Category number) Probability of observing lowest 7
category

1,2, etc. (Categorynumbers) Probability of observing higher 7
categories

If CSV=Y, values are separated by commas. When CSV=T, values are separated bytab characters.

For the numbers plotted for empirical ICCs, see the "Empirical ICC" plot, "Copy data to Clipboard"

Example 1: You wish to write a file on disk called "MYDATAGR.t&" containing x- and y-coordinates for plotting your item's
categoryresponse curves and its item information function.

GRFILE=MYDATAGR.txt
With CSV=Y

"PROBABILITY CURVES FOR LIKING FOR SCIENCE (Wright & Masters p.18) Jul 4 16:03 2000"
; ITEM,MEAS, SCOR, INFO,0,1,2

1,-3.00,.11,.10,.89,.10,.00

1,-2.94,.12,.11,.89,.11,.00

1,-2.88,.12,.11,.88,.12,.00

1,-2.82,.13,.12,.87,.12,.00

1,-2.76,.14,.12,.87,.13,.00

1,-2.70,.14,.13,.86,.14,.00

With CSV=N (fixed spacing)

; PROBABILITY CURVES FOR LIKING FOR SCIENCE (Wright & Masters p.18) Nov 23 23:31 2008

ACT MEAS SCOR INFO 0 1 2
1 -3.00 .11 .10 .89 .10 .00
1 -2.94 .12 .11 .89 .11 .00
1 -2.88 .12 .11 .88 .12 .00
1 -2.82 .13 .12 .87 .12 .00
1 -2.76 .14 .12 .87 .13 .00

Example 2: | want the information function for everyitem in my test relative to the latent variable (absolute x-axis). All my
items share the same rating scale.
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N

.output the IFILE= to Excel
2. delete all columns except the item difficulties
.tfranspose the item difficulties into a row

w

. output the GRFILE= to Excel

. delete unwanted columns and unwanted top row

. move MEAS into the first column, INFO in the second column.

.inserttwo blank rows at the top

8. copy the item difficulty row from the IFILE worksheet into the top row of the GRFILE= worksheet starting in the third
column

9. in each cell of the (information xitem difficulty) rectangle, add the item difficulty from row 1 to the MEAS value in
column 1

10. for each item, plot the INFO (column 2, same for all items) against the item's difficulty (MEAS) column

11.50 GROUPS= or ISGROUPS= assigns items to rating scale
groupings

~NOo o b~

See ISGROUPS=

11.51 GRPFROM= location of ISGROUPS

Only use this if you have too many items to put conveniently on one line of the ISGROUPS= control variable.

Instructs where to find the ISGROUPS= information.
GRPFROM=N
ISGROUPS=is a control variable before &END (the standard).

GRPFROM=Y
ISGROUPS= information follows just after &END, but before the item names. Itis formatted exactly like a data record. Itis
helpful to enter "ISGROUPS=", for reference, where the person name would go.

Example: An attitude survey of 10 items with 3 rating scale definitions. ltems 1 through 3 on Rating Scale 1, items 4 through
6 on Rating Scale 2 and items 7 through 10 on Rating Scale 3. The ISGROUPS= information is formatted like a data record
and entered after &END and before the item names. The responses are in columns 1-10, and the person-id in column 11
onwards.

NAME1=11 start of person-id

ITEM1=1 startofresponses

NI=10 number ofitems

CODES=12345 valid responses

GRPFRM=Y ISGROUPS= formatted like data

&END

1112223333 ISGROUPS= information

ltem name 1 item names

I

ltem name 10

END NAMES

2213243223 John Smith first data record

|
11.52 GUFILE= (G0ZONE=, G1ZONE=) Guttmanized response file

This writes out the response file edited to more closely match an ideal Guttman scalogram. Itis in a format close to the
original data file, with items and person in entry order.

GUFILE="? opens a Browse window

Outlying 1's are converted to 0's according to GOZONE=
Outlying O's are converted to 1's according to G1ZONE=
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This removes unlikely 1's in the GOZONE (e.g., lucky guesses)
and unlikely Q's in the G1ZONE (e.g. careless mistakes)

Itis also useful forimputing theories aboutitem hierarchies.

GOZONE-= sets the % of observed 0's, starting from the "difficult" side of the Guttman scalogram, among which all 1's are
turned to O's. (The item hierarchyis constructed with the current data, but can be enforced through anchoring.)
Standard value is 50.

G1ZONE= sets the % of observed 1's, starting from the "easy" side of the Guttman scalogram, among which all O's are
turned to 1's. Standard value is 50.

Example:
GUFILE= guttman.txt
GOZONE =20%
G1ZONE =40%

Original data (Guttman ordered)
11100110011001001010

becomes
11111110011001001000

The file format matches the input data file if both are in fixed-field format.
When GUFILE= is written with CSV=Y, comma-separated or CSV=T, tab-separated, the item responses precede the
person label.

Example: KCT.txt Guttmanized with fixed field format:
Richard M 111111100000000000
Tracie F 111111111100000000
Walter M 111111111001000000

KCT.txt Guttmanized with comma-separated, CSV=Y, format:
i,1,1,1,1,1,1,0,0,0,0,0,0,0,0,0,0,0,Richard M
i,1,1,1,1,1,1,1,1,1,0,0,0,0,0,0,0,0,Tracie F
i,1,1,1,1,1,1,1,1,0,0,1,0,0,0,0,0,0,Walter M

11.53 HEADER= display or suppress subtable headings

Subtables are usually displayed with two heading lines, showing Table number, Title, date, etc.

To display these (the standard), specify HEADER=YES.
To suppress these, specify HEADER=NO. The heading lines are replaced by 2 blank lines.

Example: In Table 7.2, the person misfits. Heading lines are not wanted between persons.
HEADER=NO

11.54 HIADJ= correction for top rating scale categories

The Rasch model models the measure corresponding to a top rating (or partial credit) scale category as infinite. This is
difficult to think about and impossible to plot. Consequently, graphicallyin Table 2.2 and numericallyin Table 3.1 a
measure is reported corresponding to a top category. This is the measure corresponding to an imaginary rating HIADJ=
rating points below the top category. The corresponding instruction for the bottom categoryis LOWADJ=.

Example: The standard spread in Table 2.2 is based on HIADJ=0.25. You wish the top category number to be printed more

to the right, further away from the other categories.
HIADJ=0.1
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11.55 HLINES= heading lines in output files

To facilitate importing the IFILE=, PFILE=, SFILE= and XFILE= files into spreadsheet and database programs, the heading
lines can be omitted from the output files.

HLINES=Y Include heading lines in the output files (the standard)
In IFILE= and PFILE=, specifying HLINES=Y also puts ";" at the start of missing, deleted and extreme lines.
For simulated data files, SIFILE=, HLINES=Y puts the person generating value in each data line.
HLINES=N Omit heading lines.

Example: | want a tab-separated score-to-measure file, without the column headings:
SCOREFILE=mysc.txt
HLINES=NO
CSV=TAB

0 -6.46 1.83 .28 217 851 2.912.91

1 -5.14 1.08 .81 278 50 0 .01 2.9 3
2 -4.22 .86 1.29 321 40 1 2.9 2 5.7 4

with column headings, HLINES=YES, the standard:
";" "KID" "SCORE FILE FOR"
"; TABLE OF SAMPLE NORMS (500/100) AND FREQUENCIES CORRESPONDING TO COMPLETE TEST"

";SCORE" "MEASURE" "S.E." "INFO" "NORMED" "S.E." "FREQUENCY" "%" "CUM.FREQ." "%" "PERCENTILE"
0 -6.46 1.83 .28 217 851 2.912.91

11.56 |AFILE= item anchor file

The IFILE= from one analysis can be used unedited as the item anchor file, IAFILE=, of another.

IAFILE= file name (file containing details

IAFILE = * in-line list

IAFILE = $S1W1 |[field in item label

The item parameter values (deltas) can be anchored (fixed) using IAFILE=. Anchoring facilitates equating test forms and
building item banks. The items common to two test forms, or in the item bank and also in the current form, can be
anchored at their other form or bank calibrations. Then the measures constructed from the current data will be equated to
the measures of the other form or bank. Other measures are estimated in the frame of reference defined by the anchor
values. The anchored values are imputed (inserted) in place of the estimated-from-the-data values. Mathematically, the
anchor values are treated as though they, like the estimated-from-the-data values, are the best available estimates of the
true values.

Displacements are reported, indicating the differences between the anchored values and the freely estimated values. If
these are large, please try changing the setting of ANCESTIM=.

For polytomies (rating scales, partial credit), IAFILE= must have SAFILE=. The IFILE= and the SFILE= are really one file.
For dichotomies, the SFILE= is uninformative, so it can be ignored. For polytomies, the IFILE= and the SFILE= form a pair,
and so do the IAFILE= and the SAFILE=. For polytomies, anchoring with the IAFILE= without the SAFILE= is usually
meaningless. The items are not completely anchored. Use IAFILE= and SAFILE= if you need the polytomous item in one
analysis to be identical in thresholds and overall difficulty to the same item in another analysis. Use only SAFILE= if you
need the polytomous item in one analysis to be identical in thresholds to the same item in another analysis, but the overall
item difficulties can differ.

IAFILE=? opens a Browse window
In order to anchor items, a data file must be created of the following form:
1. Use one line per item (or item range) to be anchored.

2. Type the sequence number of the item in the current analysis, a blank, and the measure-value at which to anchor the
item (in logits if UASCALE=1, or in your user-rescaled USCALE= units otherwise). Arithmetical expressions are allowed.
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Further values in each line are ignored. An IFILE= works well as an IAFILE=.
3. Ifthe same item appears more than once, the first anchor value is used. When an |EILE= will be used as an IAFILE=, be
sure to output the measures with many decimal places: UDECIMALS=4

UIMEAN= and UPMEAN= are ignored when there are anchor values, |AFILE= or PAFILE=

Stopping estimation: usually Winsteps estimation converges successfully byitself. If it does not, the ctrl+F stops
estimation. If this happens repeatedly for an analysis, then you can explicitly tell Winsteps to do whatever you see when you
decide to end estimation. For instance, if your decide to stop estimation when the biggest change to logit estimates is less
than .01 logits,

LCONV=.01

CONVERGE=L

With anchor values, which usually mean that sum score residuals will never be zero, this choice makes sense.

Examples:

2 3.47 ; anchors item 2 at 3.47 logits (or USCALE= values)

10-13 1.3 ;items 10, 11, 12, 13 are each anchored at 1.3 logits

2 5.2 ;item 2 is already anchored. This item anchoring is ignored
1-50 0 ; all the unanchored items in the range 1-50 are anchored at 0.

Anything after ";" is treated as a comment.

IAFILE = filename

Item anchor information is in a file containing lines of format
item entrynumber  anchor value

item entrynumber  anchor value

IAFILE=*

Item anchor information is in the control file in the format
IAFILE="

item entrynumber anchor value

item entrynumber anchor value

IAFILE=$SnnEnn or IAFILE=$SnnWnn or @Field
Item anchor information is in the item labels using the column selection rules. Blanks or non-numeric values indicate no
anchor value.

Example 0: only one item is to be anchored:

Slow method - include in your control file:

CONVERGE=L ;Convergence decided by logit change
LCONVERGE=.00001 ; Set logit convergence tight because of anchoring
IAFILE = * ; Item anchor file to preset the difficulty of an item

60.25 ; Item 6 exactly at 0.25 logit point.

Faster method:

1) do a standard unanchored analysis

2) output Table 14 items

3) see the measure foritem 6 (for me itis1.30)

4) edit your control file so that UIMEAN = wanted value - current value =1.30 - 0.25=1.05
5) do the standard unanchored analysis again: item 6 is now 0.25

Example 1: The third item is to be anchored at 1.5 logits, and the fourth at 2.3 logits.

1. Create a file named, say, "ANC.FIL"

2. Enter the line "3 1.5" into this file, which means "item 3 in this testis to be fixed at 1.5 logits".

3. Enter a second line "4 2.3" into this file, which means "item 4 in this testis to be fixed at 2.3 logits".
3. Specify, in the control file,

IAFILE=ANC.FIL

CONVERGE-=L ;onlylogitchange is used for convergence
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LCONV=0.005 ;logit change too small to appear on anyreport.

or place directly in the control file:
IAFILE=*

315

423

CONVERGE-=L ;onlylogitchange is used for convergence
LCONV=0.005 ;logit change too small to appear on anyreport.

orin with the item labels:

IAFILE=$S10W4 ; location of anchor value in item label
CONVERGE-=L ;onlylogitchange is used for convergence
LCONV=0.005 ;logitchange too small to appear on anyreport.
&END

Zoo

House 1.5 ;item label and anchor value

Garden 2.3

Park

END LABELS

To check: "A" after the measure means "anchored"

o +
| ENTRY RAW | INFIT | OUTFIT | PTMEA | | |
|INUMBER SCORE COUNT MEASURE ERROR|MNSQ ZSTD|MNSQ ZSTD|CORR. |DISPLACE| ITEMS |
| mmmmm e o Fommmmm B pommm - tomm e |
| 3 32 35 1.58 .05| .80 -.3]| .32 .6] .53 .40| House

Example 2: The calibrations from one run are to be used to anchor subsequentruns. The items have the same numbers in
both runs. This is convenient for generating tables not previously requested.

1. Perform the calibration run, say,

C:> Winsteps SF.TXT SOMEO.TXT IFILE=ANCHORS.SF TABLES=111

2. Perform the anchored runs, say,
C:> Winsteps SF.TXT MOREO.TXT IAFILE=ANCHORS.SF TABLES=0001111
C:> Winsteps SF.TXT CURVESO.TXT IAFILE=ANCHORS.SF CURVES=111

Example 3: Score-to-measure Table 20 is to be produced from known item and rating scale structure difficulties.
Specify:

IAFILE=iafile.txt ; the item anchor file

SAFILE=safile.txt ; the structure/step anchor file (only for polytomies)

TFILE=*

20 ;the score table

CONVERGE-=L ;onlylogitchange is used for convergence

LCONV=0.005 ;logit change too small to appear on anyreport.

STBIAS=NO ; anchor values do not need estimation bias correction.

The data file comprises two dummy data records, so that everyitem has a non extreme score, e.g.,
For dichotomies:

CODES =01

Record 1: 10101010101

Record 2: 01010101010

For a rating scale from 1 to 5:
CODES =12345

Record 1: 15151515151
Record 2: 51515151515

Example 4. Anchoring polytomous items for the Rating Scale Model
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CODES = 012 ; 3 category Rating Scale Model

IAFILE=*

1 2.37 ; anchor item 1 at 2.37 logits

2 -1.23

*

SAFILE=*

0 0 ; the bottom category is always anchored at 0

1 -2.34 ; Andrich threshold (step difficulty) from category 0 to 1
2 2.34 ; Andrich threshold (step difficulty) from category 2 to 3
*

Example 5. Anchoring polytomous items for the Partial Credit and Grouped-ltems models

CODES = 012 ; 3 category Rating Scale Model
ISGROUPS=0

IAFILE=*

1 2.37 ; anchor item 1 at 2.37 logits

2 -1.23

*

SAFILE=%*

for item 1, relative to the difficulty of item 1

0 0 ; the bottom category is always anchored at 0

1 -2.34 ; Andrich threshold (step difficulty) from category 0 to 1
2 2.34 ; Andrich threshold (step difficulty) from category 2 to 3
for item 2, relative to the difficulty of item 2

0 0 ; the bottom category is always anchored at 0

1 -1.54 ; Andrich threshold (step difficulty) from category 0 to 1
2 1.54 ; Andrich threshold (step difficulty) from category 2 to 3

e

* NDNDN -~

11.57 IANCHQU= anchor items interactively

ltems to be anchored can be entered interactively by setting IANCHQ=Y. If you specify this, you are asked if you want to
anchor anyitems. If you respond "yes", it will ask if you want to read these anchored items from a file; if you answer "yes" it
will ask for the file name and process that file in the same manner as if IAFILE= had been specified. If you answer "no", you
will be asked to enter the sequence number of each item to be anchored, one at a time, along with its logit (or user-
rescaled by USCALE= or UASCALE=) value. When you are finished, enter a zero.

Example: You are doing a number of analyses, anchoring a few, but different, items each analysis. You don't want to create
a lot of small anchor files, but rather just enter the numbers at the terminal, so specify:

IANCHQ=Y

CONVERGE-=L ;onlylogitchange is used for convergence

LCONV=0.005 ;logit change too small to appear on anyreport.

You want to anchor items 4 and 8.

Winsteps asks you:

DO YOU WANT TO ANCHOR ANY ITEMS-?

respond YES (Enter)

DO YOU WISH TO READ THE ANCHORED ITEMS FROM A FILE?
respond NO (Enter)

INPUT ITEM TO ANCHOR (0 TO END) :

respond 4 (Enter) (the first item to be anchored)
INPUT VALUE AT WHICH TO ANCHOR ITEM:

respond 1.45(Enter) (the first anchor value)

INPUT ITEM TO ANCHOR (0 TO END): 8 (Enter)

INPUT VALUE AT WHICH TO ANCHOR ITEM:-0.23 (Enter)
INPUT ITEM TO ANCHOR (0 TO END): O (Enter) (to end anchoring)
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11.58 ICORFILE= item residual correlation file

This writes out the Table of inter-item correlations which is the basis of the principal components analysis of residuals.
The basis for the correlations is controlled by PRCOMP=.

PRCOMP=R correlates the raw residuals

PRCOMP=S correlates the standardized residuals

PRCOMP=0 correlates the observations

ICORFILE=? opens a Browse window

Extreme scores: minimum possible (0) and maximum possible (perfect) person scores are omitted from the computation
of the correlations. ltems with extreme scores are not reported. Their correlation is 0.

Missing data: for these Winsteps substitutes their expectations when possible. For residuals and standardized residuals,
these are 0. Persons with extreme scores (minimum possible or maximum possible): Winsteps drops these from the
correlation computation. The reason for these choices is to make the principal components analysis of residuals as
meaningful as possible.

Expected correlations: the expected inter-item correlation between anytwo items is -1/(L-1). Anscombe & Tukey, 1963, p.
144, courtesy of Larry Ludlow.

ICORFILE= file name

Example 1: Write out the Table of inter-item residual correlations. PRCOMP=R. ICORFILE=file.txt - Then file.txt contains, for
SF.tx, fixed-field columns 12 characters wide.

ITEM ITEM CORRELATION
1 2 -.171665
1 3 -.144027
1 4 -.009290
1 5 -.103947

Example 2: When ICORFILE= is selected on the Output Files menu or MATRIX=YES, the Data Format: Matrix option can be
selected:

OICHIpUIaly Hic. auluininaus mic inann

Data Format: & Matrix " List

| Nk I Nanrel I |

This produces 10-character wide columns in fixed-field format
1 2 3 4
1.000000 -.171665 -.144027 -.009290 ...
-.171665 1.000000 .175921 .039622 ...
-.144027 .175921 1.000000 -.101622 ...
-.009290 .039622 -.101622 1.000000 ...
-.103947 .099335 -.021021 .145339 ...
.107936 -.009881 -.039799 -.109941 ...
.108457 -.061624 .015850 -.001168 ...

Example 3:1s there a way to include extreme scores?

1. All the correlations relating to extreme scores are zero.

2. If you select ICORFILE= from the Output Files menu, and click on "matrix". You will get all pairs of non-extreme
correlations.

3. You can obtain a matrix of raw or standardized response-residuals including extreme scores, by using IPMATRIX= from
the Output Files menu (check the extreme score boxes). Then use this to compute the correlations with a standard
statistical package etc. You will notice that the residuals for extreme scores may not be zero. This is because theyare
computed based on the measures shown for extreme scores in the measure Tables.
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11.59 ICOLORFILE= colors for item labels in PKMAPs

Item labels (identifiers) in Table 36 PKMAPs are colored using default colors. These can be replaced with other colors
using commands in PKMAP= file.

Instead, item identifiers can be colored by matching with the identifiers in ICOLORFILE=. The matching color is the firstin
the list that matches the start of the 1R value on the PKMAP.

ICOLORFILE=* orfilename
Item identifier = color
Item identifier = color

*

Example:in the Liking for Science analysis: Example0.txt

ASCIlI=Webpage or ASClI=Doc
;use item label on PKMAP.
PKMAP=*

1R = #NAME#

ICOLORFILE=* orfilename
Wat = lightgreen
Loo = lightblue

*

Output Tables menu: Table 36 PKMAPS

Excerpt from webpage output:: "Watch bugs" matches "Wat" in ICOLORFILE= which has color "lightgreen"

watch bugs
x '\: W

‘Leok in sidewalk eracks

Color Names
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FireBrick
DarkRed

Fink

HotPink
DeepPink
MediumVioletRed

PaleVioletRed

11.60

Aone-line list of items to be deleted or reinstated can be conveniently specified with IDELETE=.

Lavender

LemonChiffon

LightGeldenrodYellow

Orchid
Fuchsia
Magenta
MediumOrchid
MediumPurple
Amethyst
BlueViolet
DarkViolet
DarkOrchid

DarkMagenta

Purple

Indigo
SlateBlue
DarkSlateBlue

MediumSlateBlue

white Cornsilk IGreen‘l’ellcw Aqua
Snow BlanchedAlmond ICh“"l“?use |G‘J‘m
. LawnGreen LightCyan
Honeydew Bisque
- PaleTurquoise

MintCream Mavajowhite

Aquamarine
Azure wheat T -
AliceBlue ILightGreen
Ghost'White
whiteSmoke
Seashell
Beige
CldLace
Floralwhite
Tvory Chocolate
AntigueWhite SaddleBrown
Linen Sienna

DarkOliveGreen
LavenderBlush Brown
MediumAquamarine
istul Maro
MistyRose aroon _ RoyalBlue
|
(Gainsboro LightSeaGreen Blue
LightGrey MediumBlue
, DarkBlue

Sibver

Mawy
DarkGray

MidnightBlue

DimGroy

LightSlateGray

SlateGray
DarkSlateGray

Black

functionality as IDFILE=. ISELECT= is another way of deleting items.

IDELETE= item one-line item deletion

Thislt has the same

The formats are:
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IDELETE=3 3 is an item entry number: delete item 3

IDELETE=3,7,4,10 [delete items 3,7, 4, 10. Commas, blanks and tabs are separators.

At the "Extra information" prompt, use commas as separators i

10000

TOTAL
IDELETE=6 1 delete items 6 and 1 SCORE COUNT MEAS
IDELETE= 2-5 delete items 2,3,4,5 7333 10000 - .BF
. . . 274 10000 —1 .48
IDELETE= +3-10 delete all items, then reinstate items 3 to 10 7754 10000 —1.11
IDELETE=4-20 +8 |delete items 4-20 then reinstate item 8 e Tk

L4l

IDELETE= (blank) |In the Specification Menu dialog box, resets temporary item deletions 'S'EFD‘" i::ii

10000
-0

1

.ot
.ot

Example 1: After an analysis is completed, delete all items except for one subtestin order to produce a score-to-measure

Table for the subtest.

In the Specifications pull-down box:

IDELETE = +11-26 ; the subtestis items 11-26

Screen displays: CURRENTLY REPORTABLE ITEMS = 16
In the Output Tables menu (or SCOREFILE=)

Table 20. Measures for all possible scores on items 11-26.

Example 2: 9 common items. 3 items on Form A. 4 items on Form B. Score-to-measure tables for the Forms.
For Form A: in the Specifications pull-down box:

IDELETE = 13-16 ; deletes Form B items

In the Output Tables menu:

Table 20. Measures for all possible scores on items in Form A.
For Form B: in the Specifications pull-down box:

IDELETE=; to reset all deletions

then

IDELETE = 10-12 ; deletes Form Aitems

In the Output Tables menu:

Table 20. Measures for all possible scores on items in Form B.

11.61 IDELQU= delete items interactively

IDELETE= and/or IDFILE= at Extra Specifications? are easier.

If your system is interactive, items to be deleted or selected can be entered interactively by setting IDELQU=Y. If you specify
this, you will be asked if you want to delete anyitems. If you respond "yes", it will ask if you want to read these deleted items
from a file; if you answer "yes" it will ask for the file name and process that file in the same manner as if IDFILE= had been

specified. If you answer "no", you will be asked to enter the sequence number or numbers of items to be deleted or

selected one line at a time, following the rules specified for IDFILE=. When you are finished, enter a zero.

Example: You are doing a number of analyses, deleting differentitems each analysis.
NI=60
ITEM1=30
IDELQU=Y
&END

Winsteps asks you:

DO YOU WANT TO READ SOME TAP DELETIONS FROM A FILE? (Y/N)
Y
WHAT IS THE NAME OF THE TAP DELETE FILE?
MYIDFILE.TXT
Processing TAP IDELQU=MYIDFILE.TXT

DO YOU WANT TO READ MORE TAP DELETIONS FROM A FILE? (Y/N)
N
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DO YOU WANT TO TYPE IN MORE TAP DELETIONS? (Y/N)
Y

TYPE IN THE DELETIONS IN IDELETE= FORMAT:

3 4-10 +6

DO YOU WANT TO TYPE IN MORE TAP DELETIONS? (Y/N)
N

11.62 IDFILE= item deletion file

Deletion or selection of items from a test for an analysis, but without removing the responses from your data file, is easily
accomplished by creating a file in which each line contains the sequence number or numbers of items to be deleted or
selected. Specify this file by means of the control variable, IDFILE=, or enter the deletion listin the control file using
IDFILE=*. Your control file should include item labels for all items, including the ones you are deleting. It has the same
functionalityas IDELETE=. ISELECT= is another way of deleting items. IDFILE=filename can be action from the

Specification menu dialog box.

IDFILE= file name [file containing list of item entry numbers to be deleted or reinstated. Each line in the file is in the
IDELETE= format

IDFILE = ? opens a Browser window to find the file

IDFILE =* in-line listin the control file

IDFILE="4 18-23 * |Atthe Extra Specifications prompt

IDFILE= In the Specifications Menu dialog box, reinstates all temporary deletions

a) Delete an item: enter the item number. E.g., to delete item 5, enter

b) Delete a range of items: enter the starting and ending item number on the same line separated by a blank or dash. E.g.,
to delete items 13 through 24

13-24

or

1324

c) Select an item for analysis: enter a plus sign then the number.
E.g., to selectitem 19 from a previously deleted range
+19

d) Select a range of items for analysis: enter a plus sign, the starting number, a blank or dash, then the ending number.
E.g., to selectitems 17 through 22

+17-22
or

+17 22

e) Ifa + selection is the first entryin the deletion file, then all items are deleted before the first selection is undertaken, so
that the items analyzed will be limited to those selected, e.g,

if +10-20 is the onlyline in the item deletion file for a 250 item test, it means

1-250 ; delete all 250 items

+10-20 ; reinstate items 10 through 20.

f) You may specify an item deletion listin your control with
IDFILE=*
(List)

e.g.
IDFILE=*
17 ; delete item 17
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2 ;delete item 2

*

g) each line can have multiple instructions:
IDFILE=*

172 +10

3

*

Item Deletion and Reinstatement Sequence

Control File or at Extra Specifications: Order of Processing

Here, 123 is an example item entrynumber. It can be any
item entrynumber.

IDELETE=list

IDFILE=" list * or filename

IDELQU=Yes

+123 deletes all items onlyifitis the first deletion
instruction in the first of these deletion commands thatis
active. +123 always reinstates item 123.

ISELECT=selection

selects the specified items and permanently deletes all
other items

Specification Menu Dialog Box

IDELETE=(nothing), IDFILE=(nothing)

reinstates all temporary deletions

ISELECT=(nothing) or ISELECT="

reinstates all temporary deselections

IDELETE-=list, IDFILE=filename

temporary deletions, in addition to previous temporary
deletions, if any. If the first deletion instruct starts +123 then
temporarily deletes all items and reinstates item 123 if not
permanently deleted

ISELECT=selection

temporary deselections, in addition to previous temporary
deselections, ifany

Example 1: You wish to delete the fifth and tenth through seventeenth items from an analysis, but then keep item fourteen.

1. Create a file named, say, ITEM.DEL
2. Enter into the file, the lines:

5

10-17

+14

3. Specify, in the control file,
NI=50
ITEM1=63
IDFILE=ITEM.DEL
TABLES=1110111
&END

or, specify in the control file,
NI=50
ITEM1=63
IDFILE=*
5
10-17
+14
TABLES=1110111
&END
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Example 2: The analyst wants to delete the most misfitting items reported in Table 10.
1. Set up a standard control file.

2. Specify

IDFILE=*

3. Copy the target portion of Table 10.

4. Paste it between the ™"

5. Delete characters before the entry numbers.

6. Type ; after the entry numbers to make further numbers into comments.

TITLE = 'Example of item deletion list from Table 10’

IDFILE =*
Delete the border character before the entry number
; ENTRY RAW INFIT OUTFIT
NUM SCORE COUNT MEASURE ERROR MNSQ ZSTD MNSQ ZSTD PTBSE ACTS G
5; 2 4 .00 1.03 1.48 1.8 1.50 1.8 A-.83 FIND BOTTLES AND CANS 0
8 ; 2 4 .00 1.03 1.40 1.6 1.43 1.6 B-.71 LOOK IN SIDEWALK CRACKS (]
4 ;3 4 .00 .62 1.33 .7 1.49 .9 C-.21 WATCH GRASS CHANGE 0
9 ; 4 4 .00 .74 1.51 .8 1.57 .9 D-.59 LEARN WEED NAMES 0
20 ;1 4 .00 1.03 1.12 .5 1.14 .6 E-.05 WATCH BUGS 0
24 ; 6 4 .30 1.03 1.15 .6 1.13 .5 F-.15 FIND OUT WHAT FLOWERS LIVE ON 0

Enter the ; to make details to right of entry numbers into comments

*

Example 3: The analyst want to delete item 4 and items 18 to 23 on the DOS control (or Extra Specifications) line:
Extra specifications? IDFILE=* 4 18-23 * (Enter)

or

C:>Winsteps CONTROL.FIL OUTPUT.FIL IDFILE=* 4 18-23 *

Example 3. In Winsteps analyses, the data file is not changed.

1. To delete items or persons:
IDFILE= (list of item entry numbers)
PDFILE= (list of person entry numbers)

2. To edit the data file:
EDFILE=
(person entry number) (item entry number) (new data value or missing)

For instance in an analysis of Exam1.txt, we can place these instructions in the Winsteps control file:
IDFILE=*

4 ;deleteitem 4
8 ;deleteitem 8

*

PDFILE=-*
6 ;delete person 6

EDFILE=*
120 ;person1onitem 2scoreda0
34 -1 ;person 3 on item 4 scored -1 = missing, not administered

11.63 IDROPEXTREME-= drop items with extreme scores

Unanchored items with extreme (zero, minimum possible or perfect, maximum possible) scores provide no information for
estimating person measures, but they are reported and included in summary statistics. To remove them:

IDROPEXTREME = No ; do notdrop extreme items (standard)

138



IDROPEXTREME = Yes or All ; drop items with zero (minimum possible) and perfect (maximum possible) scores

IDROPEXTREME = Zero or Low or Bottom or Minimum ; drop items with zero or minimum-possible scores

IDROPEXTREME = Perfect or High or Top or Maximum ; drop items with perfect or maximum-possible scores

Example: The instrument contains items asking about very rare conditions (scored "0" - not observed). These are skewing
the survey summary statistics:
IDROPEXTREME = Minimum ; items about conditions never observed in the sample are dropped.

11.64

IFILE= item output file

IFILE=filename produces an output file containing the information for each item. This file contains 4 heading lines (unless
HLINES=N or ROW1HEADING=N), followed by one line for each item containing the following fields and the standard field
selection. To change the output-field selection, go to the Output File dialog, IFILE=, Field selection, Make default., or

IOFSFIELDS=.
IFILE=? opens a Browse window

"Status=-2 to -6" means that there are no measurable responses bythose items in this analysis. The items may be listed
in the IFILE= and in Table 14, but all the numbers shown are default values. They have no meaning. Please do notinclude

those items in summary statistics.

Columns: with "Select All Fields" using Output File Field Selection
Start | End Label Format | Description
1 1 A1l Blank or ";" if HLINES=Y and there are no responses or deleted or extreme
(status: 0,-1,-2,-3)
2 6 ENTRY 15 1. The item sequence entry number
7 14 MEASURE F8.2 [2.ltem's MLE estimated difficulty calibration user-rescaled by UMEAN=,
USCAIL E=, UDECIM=. Measures for deleted or inestimable items are
shown as 9999.
15 17 STATUS 13 3. The item's status:
2 = Anchored (fixed) measure
1 = Estimated measure
0 = Extreme maximum measure (estimated using EXTRSC=) for
extreme minimum raw score
-1 = Extreme minimum measure (estimated using EXTRSC=) for
extreme maximum raw score (usually 0)
-2 = No responses available for measure
-3 = Deleted byuser. PDELETE=, PDFILE=, IDELETE=, IDFILE=,
PSELECT=, ISELECT=
-4 = Inestimable: high (all responses in the same category with
ISGROUPS=0 or CUTHI=)
-5 = Inestimable: low (all responses in the same category with
ISGROUPS=0 or CUTLO=)
-6 = Anchored (fixed) measure with extreme (minimum or maximum)
observed raw score
-7 to -16 = Temporarily deselected by Specification box with iISELECT=
(usual STATUS - 10)
-17 to -26 = Temporarily deleted by Specification box with IDELETE=
(usual STATUS - 20)
-27 to -36 = Temporarily deselected and deleted by Specification box
with iSELECT= and iDELETE= (usual STATUS - 30)
18 25 COUNT F8.1 [4.The number of responses used in calibrating (TOTAL=N) or the observed
count (TOTAL=Y)
26 34 SCORE F9.1 |5. The raw score used in calibrating (TOTAL=N) or the observed score
(TOTAL=Y)
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35 41 MODLSE F7.2 |6.Standard error of the MLE or WLE item difficulty estimate adjusted by
REALSE REAL SE= and user-rescaled by USCALE=, UDECIM=
42 48 IN.MSQ F7.2 |7.ltem infit mean square infit. Chi-square = IN.MSQ* INDF
IN.CHI If CHISQUARE=Yes, IN.CHI = Infit Chi-square
49 55 IN.ZSTD, ZEMP, F7.2 (8. Item infit: t standardized, locally t standardized, log-scaled or probability of
LOG, PROB mean-square/chi-square (LOCAL=)
56 62 OUT.MS F7.2 9. Item ouftfit: mean square ouffit. Chi-square = OUT.MS * OUTDF
OUT.CHI If CHISQUARE=Yes, OUT.CHI = Outfit Chi-square
63 69 |OUT.ZSTD,ZEMP,| F7.2 |10. ltem ouffit: t standardized, locally t standardized, log-scaled or probability
LOG, PROB of mean-square/chi-square (LOCAL=)
70 76 DISPLACE F7.2 |11.ltem displacement (user-rescaled by USCALE=, UDECIM=)
77 83 PBSA F7.2 |12.Item bytest-score correlation: point-biserial or point-measure. PTBIS=
PBSX PBSA = Point-Biserial correlation including all responses in the raw
PTMA score
PTMX PBSX = Point-Biserial correlation excluding the currentitem's response
from the raw score
PTMA = Point-Measure correlation including all responses for the
measure
PTMX = Point-Biserial excluding the currentitem's response from the
measure
84 90 WEIGHT F7.2 |13.Item weight IWEIGHT=
91 96 OBSMA F6.1 |14. Observed percent of observations within 0.5 score-points of their
expected values
97 102 EXPMA F6.1 [15. Expected percent of observations within 0.5 score-points of their
expected values
103 109 DISCRIM F7.2 |[16.ltem discrimination (this is nota parameter estimate, merelya
descriptive statistic) DISCRIM=
110 115 LOWER F6.2 [17.ltem lower asymptote: ASYMPTOTE=Yes
116 121 UPPER F6.2 [18.ltem upper asymptote: ASYMPTOTE=Yes
122 127 PVALU F6.2 [19.ltem proportion-correct-values or average ratings: PVALUE=Yes:
128 133 PBA-E F6.2 [20. Expected value of ltem bytest-score correlation. PTBIS=
PBX-E PBA-E = Expected value of Point-Biserial including all responses in the
PMA-E raw score
PMX-E PBX-E = Expected value of Point-Biserial excluding the currentresponse
from the raw score
PMA-E = Expected value of Point-Measure including all responses in the
measure
PMX-E = Expected value of Point-Biserial excluding the currentresponse
from the measure
134 139 RMSR F6.2 [21.Root-mean-square residual RMSR=
140 147 WMLE F8.2 |22. Warm's (Weighted) Mean Likelihood Estimate (WLE) of ltem Difficulty
user-rescaled by UMEAN=, USCALE=, UDECIM=
148 153 INDF F6.2 |[23.degrees offreedom of Infit mean-square
154 159 OUTDF F6.2 |[24.degrees of freedom of Outfit mean-square
160 167 QCMLE F8.2 |25. Quasi-CMLE estimates for dichotomous data. 0 otherwise.
168 168 1X Blank
169 169 G Al 26. Grouping to which item belongs (G) ISGROUPS=
170 170 1X Blank
171 171 M A1 27. Model used for analysis (R=Rating, S=Success, F=Failure) MODEL S=
172 172 1X Blank
173 173 R A1 28. Recoding/Rescoring indicator:

"" = only CODES=
"A" = AL PHANUM=
"K" = KEY1=
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"N" = RESCORE=2 and NEWSCORE=
"1"= RESCORE=1 and NEWSCORE=
Others = IREFER=

174 174 1X Blank

175 205 NAME A30+ |29. Item name or label: use ILFILE= for differentitem names

The format descriptors are:

In = Integer field width n columns

Fn.m = Numeric field, n columns wide including n-m-1 integral places, a decimal pointand m decimal places

An = Alphabetic field, n columns wide

nX=n blank columns.

When CSV=Y, commas separate the values, which are squeezed together without spaces between. Quotation marks
surround the "ltem name", e.g., 1,2,3,4,"Name". When CSV=T, the commas are replaced by tab characters.

Example: You wish to write a file on disk called "ITEM.CAL" containing the item statistics for use in updating your item bank,
with values separated by commas:

IFILE=ITEM.CAL

CSv=Y

When W300=Yes, then this is produced in Winsteps 3.00, 1/1/2000, format:

Columns:
Start End Label Format |Description
1 1 Al Blank or ";" if HLINES=Y and there are no responses or deleted (status = -
2,-3)
6 ENTRY 15 1. The item sequence number
14 MEASURE F8.2 2. Item's MLE estimated calibration (user-rescaled by UMEAN=, USCALE=,
UDECIM)
15 17 STATUS 13 3. The item'’s status:
3 = Anchored (fixed) measure with extreme (minimum or maximum)
observed raw score
2 = Anchored (fixed) measure
1 = Estimated measure
0 = Extreme minimum (estimated using EXTRSC=)
-1 = Extreme maximum (estimated using EXTRSC=)
-2 = No responses available for measure
-3 = Deleted by user
-4 = Inestimable: high (all responses in the same category with
ISGROUPS=0 or CUTHI=)
-5 = Inestimable: low (all responses in the same category with
ISGROUPS=0 or CUTLO=)
-6 = Deselected
18 23 COUNT 16 4. The number of responses used in calibrating (TOTAL=N) or the
observed count (TOTAL=Y)
24 30 SCORE 16 5. The raw score used in calibrating (TOTAL=N) or the observed score
(TOTAL=Y)
31 37 MODLSE F7.2 6. ltem calibration's standard error with REALSE= and user-rescaled by
REALSE USCALE=, UDECIM=
38 44 IN.MSQ F7.2 7. ltem mean square infit
45 51 ZSTD, ZEMP, F7.2 8. Item infit: t standardized (ZSTD), locally t standardized (ZEMP) or log-
LOG scaled (LOG)
52 58 OUT.MS F7.2 9. ltem mean square ouffit
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59 65 ZSTD, ZEMP, F7.2 10. ltem ouffit:t standardized (ZSTD), locally t standardized (ZEMP) or log-

LOG scaled (LOG)

66 72 DISPLACE F7.2 11. ltem displacement (user-rescaled by USCALE=, UDECIM=)

73 79 PBSA F7.2 12. ltem by test-score correlation: point-biserial or point-measure. PTBIS=
PBSX PBSA = Point-Biserial correlation including all responses in the raw
PTMA score
PTMX PBSX = Point-Biserial correlation excluding the currentitem's

response from the raw score
PTMA = Point-Measure correlation including all responses for the

measure
PTMX = Point-Biserial excluding the currentitem's response from the

measure

80 80 1X 15. Blank

81 81 G A1l 16. Grouping to which item belongs, ISGROUPS=

82 82 1X 17. Blank

83 83 M A1l 18. Model used for analysis (R=Rating, S=Success, F=Failure) MODELS=

84 84 1X 19. Blank

85 132+ NAME A30+ 18. ltem name

Example of IFILE= (to see other fields: Output File dialog)

; ACT LIKING FOR SCIENCE (Wright & Masters p.18) Aug 8 22:17 2013

;ENTRY MEASURE ST COUNT SCORE MODLSE IN.MSQ IN.ZST OUT.MS OUT.ZS DISPL PBSA WEIGHT OBSMA EXPMA DISCRM LOWER UPPER PVALU PBA-E
RMSR WMLE G M R NAME
1 -.40 1 75.0 109.0 .21 .55 -3.48 .49 -2.53 .00 .69 1.00 77.0 61.7 1.52 .00 2.00 1.45 .53
.42 -.39 1 R . Watch birds
2 -.71 1 75.0 116.0 .22 .93 -.39 .72 -1.02 .00 .66 1.00 74.3 64.4 1.26 .00 2.00 1.55 .50
.52 -.70 1 R . Read books on animals

Example: If you have your anchor values connected to unique item IDs (item labels), then

(1) put your item IDs and anchor values in an Excel table with the item IDs in the first column

(2) run an unanchored analysis in Winsteps. Output the IFILE= to Excel.

(3) VLOOKUP the item IDs in (2) using the Table in (1) to place the anchor values in the Measure column
(4) Save the entry number and measures from (2) to use as an anchor file.

11.65 ILFILE= item label file

Useful item identification greatly enhances the output tables.

You usually specifyitems labels between &END and END LABELS in the control file. You mayalso use ILFILE= for the
initial or additional sets of item labels.

ILFILE= file name file containing details

ILFILE =~ in-line list

ILFILE =7 opens a Browser window to find the file
(between &END and END LABELS or END NAMES) |in-line list

Example: You wish to use abbreviated item labels for the initial analysis, but then switch to longer item labels to produce
the final reports.

In your control file specify the shorter labels, one per line,

(a) between &END and END LABELS

or (b) between ILFILE=* and * in the control file

or (c) in a separate file identified by ILFILE=*

You can switch to the longer labels, in a file called "Longer.txt" by using the "Specification" menu item, and entering
ILFILE=Longer.txt
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If you have ILFILE= in your control file and your data is also in your control file , be sure that there is an "END LABELS"
before your data.

Example 1: 4 item arithmetic test with items in ILFILE=*

NI=4

ILFILE=*

Addition ;labels for the 4 items
Subtraction

Multiplication

Division

&End

END LABELS

Example 2: One set of item labels, then another ....

NI=4

&End

Addition ;labels for the 4 items
Subtraction

Multiplication

Division

END LABELS

Contents of "labels .txt"
Plus

Minus

Product

Quotient

After standard reporting:
Specification pull-down menu box
ILFILE=labels.txt

or

ILFILE=(full path)\labels.txt

OK

further reporting

11.66 IMAP= item label on item maps Tables 1,12

This specifies what part of the item label is to be used on the item map. The length of IMAP= overrides NAMLMP=.
It's formatis IMAP = $S..W.. or $S..E. etc. using the column selection rules.
Example: Iltem type is in columns 3 and 4 of the item label. ltem contentarea is in columns 7 and 8.

IMAP= $S3W2+"/"+$S7W2

tfile=*

12 ; Item maps in Table 12 (or use Output Tables menu)

If the item label is "KH323MXTR", the item label on the map will be "32/XT"
11.67 INUMB-= label items by sequence numbers
Are item names provided, or are they the entry sequence numbers?
INUMB=Y
aname is given to each item based on its sequence number in your data records. The names are "l0001", "10002", ..., and

so on for the NI=items. This is a poor choice as it produces non-informative output.

INUMB=N, the standard
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Your item names are entered (by you) after the "&END" at the end of the control variables. Entering detailed item names
makes your output much more meaningful to you.

The rules for supplying your own item names are:

1. ltem names are entered, one per line, generally directly after &END.

2. Item names begin in column 1.

3. Up to 300 characters (or ITLEN=) in each item name line will be used, but you may enter longer names in the control file
for your own record keeping.

4. The item names must be listed in exactly the same order as their responses appear in your data records.

5. There should be the same number of item names as there are items specified by NI=. If there are too many or too few
names, a message will warn you and sequence numbers will be used for the names of anyunnamed items. You can still
proceed with the analysis.

6. Type END NAMES starting in column 1 of the line after the lastitem name.

Example: An analysis of 4 items for which you supply identifying labels.

; these lines can start at any column
NI=4 four items
ITEM1=10 responses start in column 10
INUMB=N item names supplied (the standard)
&END
My first item name ; must start at column 1.
My second item label
My third item identifier
My fourth and last item name
END NAMES ; must start at column 1, in capital letters
Person A 1100 data records

I
Person Z 1001

11.68 IOFSFIELDS= field selection for IFILE=

IOSFIELDS=is setusing the Output Field selection dialog box.

Field Number

Flag extremes with ;
Entry number
Measures

Status
Count of observations
Raw score

Standard error

Infit mean-square

9 Infitt standardized
10 Qutfit mean-square
11 Ouftfit t standardized
12 Displacement

13 Correlation

14 Weight

15 Observed matches
16 Expected match

17 Discrimination

18 Lower asymptote
19 Upper asymptote
20 P-value: average rating
21 Expected correlation
22 Isgroups= group

23 Models= model

24 Name or Label

25 Include deleted

ONO O~ WN =
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26 RMS Residual
27 Recode/score
28 WMLE measure

Example: Output into the IFILE= file only the Entry number and the WMLE measures.
IOSFIELDS = NYNNNNNNNNNNNNNNNNNNNNNNNNNY

11.69 IPEXTREME= placement of extreme scores on maps

IPEXTREME= Yes

place persons and items with extremes scores at the extreme top and bottom in Tables 1,12,

16.

IPEXTREME= No

place persons and items with extremes scores at their estimated measures in Tables 1,12, 16.

Example 1: Exam1.txt. Table 1.0

IPEXTREME=Yes. Persons and items with exreme scores (here in red) placed at the exreme ends of the map.

MEASURE

5

Ber Bet

Bri Car Dav

Ann Aud Bar Dor Jam Kim Lin Mik Ron Tra

Jan

KID -

Els

Joe

Wal

Lis

Bre

Ada
Bla

MAP - TAP

<more>|<rare>

+

T+
Sus |S 1-4-
Fra +

Tho S+

Zul +

Wil |

Rod |

Pet S+

Ric +

Mar |

Don |

Hel +
<less>|<frequent>

1-3- 1-4- 1-4- 4-1-

1-3- 1-4-

1-3-

2-4-

1-4-

1-3- 3-4-

1-4- 2-

1-3-

1-2- 1-

1-

4 2-3

IPEXTREME=No. Persons and items with extreme scores (here in red) placed at their estimated measures on the map.

MEASURE

6

5

Ber Bet

Bri Car Dav

Ann Aud Bar Dor Jam Kim Lin Mik Ron Tra

Jan

K

Els

Joe

Wal

Lis

Bre

Ada
Bla

ID - MAP - TAP
<more>|<rare>

+
|

+

|

T+

Sus |
Fra +
|

Tho S+

|
Zul

Wil M

Rod
Pet

s
Ric
Mar

+
|
+
|
+
|
+
|
+
|
+
|
T+,
|
+
|
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M

S

4-1-3-

1-3-2-

1-4-2-

1-3-2-

1-3-1-

2-4-3-

1-4-2-

1-3-2-

1-4-3-
1-3-4

1-4-2- 1-4-3-

1-4-3-




-7 +
<less>|<frequent>

11.70 IPMATRIX=response-level matrix
IPMATRIX= is only available from the Output Files pull-down menu. It constructs a rectangular matrixin which there is one
row for each person and one column for each item, or vice-versa. The entries in the matrix are selected from the following

screen:

Response-level Hatrioc IPMATRIN=

Sielect the field you want Help forfields | Also include:
[ Perzon Entry Number

dardizad rasidual [~ Person Measure
. [ Parzon Latel
Layout of matroc _ Ferson Labal fisld: |@GEMDER =i
&+ Parsons are rows, iems ans columns Ferson Labal fisld: =
 Persons are columns, ilems ane rows Parsan Label figld =

¥ Include exdréme persons

W Include extreme items I ltam Enfry Mumber

[+ Item Measure
W ltam Labeal

Merm Label field:  [sS11
For person and item selection. use

PDELETE IDELETE etc from the AT
Specification Menu hern Label field: |

oK | Cancel Halp Clear al satings |

The firstrows and columns can be the entry numbers, measures, labels and/or fields from the labels.

Code or value I
for migsing data: *

KN EN(EN

The matrix contents are selected from the "Select the field you want" pull-down menu (red arrow above). The identifying
numbers in the drop-down list are those for XFILE=.

Salact thie fiald vou want:

7. Standardized residual 'rl
3. Response value afier sconng
4. Response value afler recounting

5. Expected response value
. Model vaniance of obsernved around expacied

=

7. Standardized residueal

8. Score residual

11. Measure difference

12, Log-probability of obseread response

13. Predicted person measure

14. Fredicted tem measure

15. Modeled Kunosis of obsersed value around i
16. More probable response j
17. Response weight (person waight x iterm weigh
18. Response stalus

19. Response code in data file

The "Person Label field" and "ltem Label field" boxes enable you to select columns from the person and item labels to use
as demographics. These can be typed in or chosen from the pull-down menu.

FPerson Labal fiald: -
Ferson Label fisld: |51

Person Label field: |@GENDER

p= |

Depending on CSV=, data values are separated by "tab" or comma characters. In fixed field format, all fields are 7

characters long, separated by a blank. Missing data codes are "." as standard, but can be any character, or nothing.

Example:
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"Entry" 1 2
1 .162 .162

inestimable data
2 .042 .042
3 .042 .042
4 .225 .225
5 .042 .042
6 .042 .042
7 .006 .006
8 .042 .042
9 .042 .042
A

3 4 <- Item entry numbers
.482 <- standardized residuals. "." is missing or
.044 .126
.044 .126
.236 .671
.044 .126
.044 .126
.006 .017
.044 .126
.044 .126

Person entry numbers

11.71

IPRFILE= enables rectangles of item and person observations to be changed based on their data codes. This is done after

IPRFILE= change codes for blocks of persons and items

reading in the data files and performing EDFILE= (if specified).

IPRFILE= file name

file containing details

IPRFILE= file name + file name + ...[multiple files
IPRFILE = * in-line list
IPRFILE =? opens a Browser window to find the file

IPRFILE= cannot add extra items. Please increase NI=to add extra items. Please specify the highest person beyond those

in the data file bymeans of EDFILE=.

Several selections and recodings can be specified. An observation is recoded according to the first selection that it

matches.

The formatis:

IPRFILE=" (or IPRFILE= filename)

item-person-recode sublist or file

#ITEMS

start of item list (if omitted, select all items)

ltem number

select this item

ltem number - ltem number

select this range of items

- ltem number

exclude this item from this selection

- ltem number - ltem number

exclude this range of items item from this selection

"ltem selection value"

selectitems using ISELECT= values, in quotation marks

- "ltem selection value"

exclude these items

#PERSONS

start of person list (if omitted, select all persons)

Person number

select this person

Person number - Person number

select this range of persons

- Person number

exclude this person from this selection

- Person number - Person number

exclude this range of persons item from this selection

"Person selection value"

select persons using PSELECT= values, in quotation marks

- "Person selection value"

exclude these persons

#RECODE="codes"

a string of codes which align with the CODES= codes, and indicate the new code
values. If a code in #RECODE=is notin CODES=, then itis interpreted as "change
that valid code to missing data".

#MISSING="code"

this is the code in CODES= to replace "missing-data"” in the selection. If this code is
notin CODES=, then missing-data in the selection continues to be missing-data.

next selection begins (if any) ....
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#ITEMS start of list for items and persons not selected yet
#RECODE="codes" list of codes for the second selection

# next selection begins (if any) ....

#ITEMS start of list for items and persons not selected yet
* end of IPRECORD=

Example 1: Convertall responses to items 3 and 7-10 by persons 4 and 13-22 into missing (not administered) data.
Other missing responses are to be treated as incorrect.

NI = 16 ;16 item test

CODES = ABCDM ; the data are multiple-choice responses
IPRFILE = * ; start of rectangular recode

#ITEMS ; listofitems to select

3

7-10

#PERSONS ; list of persons to select

4

13-22

; CODES = ABCDM ; this commentis a reminder of the CODES=
#RECODE = MMMMM ;AB,C, D will all be converted to invalid code

*

IREFER = CBADBACDDCCABDBA ;same as scoring key (for convenience)

; CODES = ABCDM ;comment: another reminder

IVALUEA = 1000M ; Ascored 1. Mscored "M", non-numeric, "missing, not administered"
IVALUEB = 0100M ; Bscored 1

IVALUEC = 0010M ; C scored 1

IVALUED = 0001M ; D scored 1

MISSING-SCORED = 0 ;all responses notin CODES= scored 0.

Example 2: Convertall "C" responses to items 3 and 7-10 by persons 4 and 13-22 into "A".
Convert all "C" responses to the other items by persons 4 and 13-22 into "B".
Convert all other "C" responses into "D".

CODES = ABCD ; valid data codes

IPRFILE = * ; start of rectangular recode

#ITEMS ;list of items to select

3

7-10

#PERSONS ; list of persons to select

4

13-22

; CODES = ABCD : this commentis a reminder of the CODES=
#RECODE = ABAD ; Cis converted into A

# : end of this recode: start of next recode
; #ITEMS ;commented out: applies to all items

148



#PERSONS

4

13-22

#RECODE = ABBD ; Cis converted into B

; #ITEMS ;commented out: applies to all items

; #PERSONS ; commented out: applies to all persons
#RECODE = ABDD ; Cis converted into D

*

Example 3: Select everyone with a person label beginning "A". Make their responses to items with labels starting "Z" into
missing data.

CODES = ABCD ; valid data codes

IPRFILE = * ; start of rectangular recode

; #ITEMS ;commented out - all items

"z" ;ltem labels starting Z

#PERSONS ; list of persons to select

"A" ; person labels starting A

; CODES = ABCD ; this commentis a reminder of the CODES=
#RECODE = ; All responses made missing.

*

11.72 IREFER= identifying items for recoding

Responses are revalued according to the matching codes in IVALUE=. If this implies that the items may have different
rating (or partial credit) scale structures, so ISGROUPS= may also be required.

IREFER= *file name |[file containing details

IREFER =* in-line list

IREFER = codes codes for item groups

IREFER= has three forms: IREFER=AABBCDAAD and IREFER=* list * and IREFER=*filename
Valid one-character IREFER= codes include: #$%&-./123456789<>@ABCDEFGHIJKLMNOPQRSTUVWXYZ* |~

A-Z are the same as a-z

When XWIDE=2 or more, then

either (a) Use one character per XWIDE and blanks,
NI=8
XWIDE=2
IREFER=' ABC DD C B A'

or (b) Use one character per item with no blanks
NI=8
XWIDE=2
NEWSCORE="'ABCDDCBA'

ltem identifying codes can be letters or numbers. "A"is the same as "a", efc.
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Example 1. There are 3 item types. ltems are to rescored according to Type Aand Type B. Other items to keep original
scoring.

CODES = 1234

IREFER = AAAAAAAABBBBBBBB******* 3 jtem types: ("a" is the same as "A" in these codes)
IVALUEA = 1223 Recode Type A items

IVALUEB = 1123 Recode Type B items

IVALUE* = 1234 Recode Type * item. Can be omitted

or
IREFER=%*
1-8 A
9-16 B
17-23 *
*
or
IREFER=*filename. txt

in filename.txt:
1-8 A

9-16 B
17-23 *

Example 2. There are 3 item types. Responses are 2 characters wide. ltems are to rescored according to Type Aand Type
B. Other items to keep original scoring.

XWIDE=2

CODES = '1 2 3 4 '

IREFER = AAAAAAAABBBBBBBB******* 3 jtem types
IVALUEA = 'l 2 2 3 ' Recode Type A items
IVALUEB = 'l 1 2 3 ' Recode Type B items

IVALUE* = 1234 Recode Type * item. Can be omitted

Example 3: All items are to be rescored the same way
NI = 100 100 ITEMS

IREFER=*

1-100 X FOR ALL 100 ITEMS, reference is X
*

Codes = 12345 rescore 12345

IVALUEX = 12223 into 12223

Example 4: ltems are to be rescored in 3 different ways, forward scoring, reversed scoring and dichotomized scoring. Then
the items are to be divided into 4 rating scale structures.

ISGROUPS=11112223312444 ; 4 RATING SCALE GROUPINGS

IREFER =AAAABBBCCABBBB ; 3 RECODINGS

CODES =01234 ; ORIGINAL CODES IN DATA

IVALUEA =01234 ; ORIGINAL CODING MAINTAINED - THIS LINE CAN BE OMITTED

IVALUEB =43210 ; CODING IS REVERSED

IVALUEC =*112% ; DICHOTOMIZED WITH EXTREME CATEGORIES MARKED MISSING

Example 5: Multiple-choice test with 4 options, ABCD
IREFER=ABCDDABADCDA ; SCORING KEY

CODES =ABCD ; VALID DATA CODES

IVALUEA=1000 ; A SCORED 1

IVALUEB=0100 ; B SCORED 1

IVALUEC=0010 ; C SCORED 1

IVALUED=0001] ; D SCORED 1

MISSCORE=0 ; EVERYTHING ELSE IN THE DATA SCORED 0

Example 6: A10 item multiple choice test with 4 partial credit performance items scores 0,1,2,3.
NI = 14 ; 14 items
; 12345678901234
ISGROUPS=DDDDDDDDDD0000 ; 10 Dichotomies in Group "D". 4 Partial Credititems each in its own group "0"
IREFER =ABCDDABADC1111 ; ITEM REFERENCE FOR THE 14 ITEMS
CODES =ABCD0123 ; VALID DATA CODES
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IVALUEA=10000000 ; A SCORED 1

IVALUEB=01000000 ; B SCORED 1

IVALUEC=00100000 ; C SCORED 1

IVALUED=00010000 ; D SCORED 1

IVALUE1=00000123 ; PERFORMANCE ITEMS: 0,1,2,3
MISSING-SCORED=0 ; EVERYTHING ELSE IN THE DATA SCORED 0

Example 7: Partial credititems are to be rescored:

IREFER = ABCAAB ; there are six items items 1, 4 and 5 have one rescoring. Items 2 and 6
another rescoring. Item 3 a third rescoring

CODES = 1234 ; the original scoring

IVALUEA = 1123 ; the new scoring for A-type items

IVALUEB = 1334 ; for B-type items

IVALUEC 1234 ; original scoring maintained

Now there is a decision:
does 134 mean the same as 123, so that 2 is a structural zero, if SO STKEEP=NO
does 134 mean the same as 1(2)34, so that 2 is an incidental or sampling zero, if SO STKEEP=YES

Example 8: An MCQ item where two boxes can be checked for one item, e.g., choose 2 options out of 5.

Load the data into Excel. Each one-boxitem has a separate column. The two-boxitem is converted into 5 columns, one for
each option. For example, 2 out 5 becomes 5 dichotomies, one for each option:, A-E,

Each dichotomyis scored 1 if the response is right, 0 if wrong, so

the two correct answers are scored 1 if selected, 0 if not

the three incorrect answers are scored 0 if selected, 1 if not

then

the two correct dichotomies are weighted 1

and the three incorrect dichotomies are weighted 0

Use Winsteps Excel/RSSST menu to create the Winsteps data file.

11.73 ISELECT= item selection criterion

ltems to be selected may be specified by using the ISELECT= instruction to match characters within the item name. ltems
deleted by IDELETE= or IDFILE= are never selected by ISELECT=.

This can be done before analysis in the control file or with "Extra specifications". It can also be done after the analysis using
the "Specification" pull-down menu.

Selection rules:

Control characters match label or name. They start at the first column of the label or name.

? matches any character

* matches any string of characters - must be last selection character.
If * is in the first column, then every available person or item is selected.

A matches Ain the person label, and similarly all other characters except {}

{} braces characters which can match a single character: {ABC} matches AorB or C.

{.-.} matches single characters in a range. {0-9} matches digits in the range 0 to 9.

{.—}  |matches asingle "-" {AB--} matches Aor B or "-".

{~ABX} omits persons or items which match Aor B or X
@fieldname= |positions the next selection character at the start of the specified field

Each ISELECT= performed using the "Specification" pull-down menu selects from all those analyzed. For incremental
selections from the Specification menu, i.e., selecting from those already selected, specify +ISELECT=

Example O0: In Example 10, select bank 6:
@BANK=5 ; Bank number is in column 5 of the item label
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ISELECT=@BANK=6

Example 1: Select for analysis onlyitems with Min the 5th column of item name.
ISELECT=?7???M* Min column means Math items

0001M 2x4 ; selected

0002R the cat ; omitted

END NAMES

Example 2: Select for analysis all items with code "A4" in columns 2-4 of their names.
ISELECT="?A4*" quotes because a blank is included. Ais in col. 2 etc.
ZA4PQRS selected

Example 3: Select all Math (Min column 2) items which are Addition or Division (Aor D in column 4):
ISELECT="?M?{AD}*"

1M3A456 2+2 selected

1M5D689 23/7 selected

1H2A123 George omitted (History, American)

Example 3: Select codes A, 1,2,3,4,5,6 in column 3:
ISELECT=??{A1-6}"

Example 4: Select"-"in columns 2 and 3:

ISELECT="?-"

Example 5: Select "-" or "X" in column 2 with " " in column 3:

ISELECT="?{--x} "

Example 6: Analyze only math (column 4 or person-id). Then report only items in Topic C (column 1). Then onlyreportitems
in Strands 4 and 5 (column 2) in Topic C.

ISELECT=???M* in the Control file or at the Extra Specifications prompt.
ISELECT=C* using the Specification pull-down menu, after the analysis
+ISELECT=?{45}* using the Specification pull-down menu.

Example 7: 4 forms in one analysis with common items. Produce a score table for each form.

In the item labels, columns 1-4 of item label are form indicator. tems can be in more than one form
1xxx for form1 items

12xxfor form 1 and 2 items

xx3x for form 3

xx34 for form 3 and 4

etc.

Then, use the Specification menu box:
ISELECT = 1?7?7? will select all items on form 1
Output Tables: Table 20 score table

ISELECT = * select all items

ISELECT = ?27?7? will select all items on form 2
etc.

Example 8: Omit unwanted items, marked by "X" in the first character of the item label:
ISELECT={~x}

Example 9: If the field to be selected is already identified, then this simplifies counting the column:
@Dx = 16E17 ; $C44W2
16E17 means that the field is in columns 16 and 17 of the item label. Look at a data record to see what is actually

there.
ISELECT=???????????????23 ; selects "23" in columns 16 and 17 of the item label

Example 10: We want item type group X (in column 4 of the item label) except for sub-types 11, 24 (in columns 6, 7 of the
item label):
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ISELECT = "???X?{12}{14}" ; this selects X and 11, 14, 21, 24

EDFILE=*
"em "2222?214" . ; convert 14 to missing data
"em "2222221" . ; convert 21 to missing data

*

Example 11: multiple levels in the Specification menu box:
Between each step, in the Specification menu box, please specify ISELECT= (nothing) to reinstate all the items.

Example using Example0.txt and the Specification menu box:

iselect=L
"ISELECT=L*"selected 5 ACT
CURRENTLY REPORTABLE ACT =5

iselect=W

"ISELECT=W*"selected 0 ACT
CURRENTLY REPORTABLE ACT =5
...notdone

iselect=
"ISELECT=*"selected 25 ACT
CURRENTLY REPORTABLE ACT =25

iselect=W

"ISELECT=W*"selected 7 ACT
CURRENTLY REPORTABLE ACT =7

11.74 ISFILE= item structure output file
Do not use this file for anchor values. Instead use IFILE= (becomes IAFILE=) and SFILE= (becomes SAFILE=).

Communicating the functioning of a rating scale is challenging, especially if your audience think of its categories as
separate and equally-spaced points on the latent variable.

If you want to communicate the categories as points, then the best points for the intermediate categories are the locations
on the latent variable at which the probability of observing each category is the highest. These are also the points where the
expected score on the item is the category value. In Winsteps these are the "AT CAT" measures in the ISFILE= output file.
These points are at infinity for the extreme categories, so Winsteps reports the measures for expected scores of "lowest
category + 0.25" ( = CAT +0.25) and "highest category- 0.25" (= CAT - 0.25).

The Rasch-Thurstone thresholds (50%PRB in ISFILE=) dichotomize the rating scale at each category boundaryinto 50%
probability of being observed below the category and 50% probability of being observed in or above the category.

The points on the latent variable where the expected scores are 2.5, etc., are called the CAT-0.5 points in ISFILE=.

The Rasch item difficulty (in IEILE=) is the point on the latent variable at which the highest and lowest categories are equally
probable.

ISFILE=? opens a Browse window
ISFILE=filename produces an output file containing the category structure measure (Andrich threshold) information for
each item. All measures are added to the corresponding item's calibration and rescaled by USCALE= and UDECIMAL S=.

This file contains 4 heading lines (unless HLINES=N or ROW1HEADING=N), followed by one line for each item containing:

DISFILE=, DISOPTION=Score shows the contents of each ISFILE= category.

Columns:
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Start End Heading | In Table [Description
1 1 Blank or ";" if no responses or deleted (status =-2, -3)
2 6 ENTRY The item sequence number
7 11 STATUS 2. The item's status
STAT 1 = Estimated calibration
2 = Anchored (fixed) calibration
3 = Anchored (fixed) calibration with extreme (minimum or maximum)
observed raw score
0 = Extreme minimum (estimated using EXTRSC=)
-1 = Extreme maximum (estimated using EXTRSC=)
-2 = No responses available for calibration
-3 = Deleted by user
12 16 MAXIMUM Number of active categories
MAX
17 21 CAT Lowest active category number, bottom category
BOT

22 29 BOT+.25 22 Measure for an expected score of bottom category + LOWADJ=
Useful as a measure for a performance in the bottom category, for which the
performance range extends to -infinity.

The following fields are repeated for the remaining active categories:
30 34 CAT Active category number
35 39 ORDINAL Ordered category number in structure = "Step counting from bottom
ORD category”
40 47 THRESHOL Rasch-Andrich threshold (step difficulty) relative to item difficulty = Rasch
D parameter Fj. Use this or SEILE= for anchoring in SAFILE=.
THRESH
48 55 I+THRESH 24 item measure + Rasch-Andrich threshold = Structure measure = Step
I+THRSH calibration = Delta = Rasch parameter Dij. Do not use for anchoring. Use
SFILE= for SAFILE= and IFILE= for IAFILE=.

56 63 S.E. Rasch-Andrich threshold's standard error, with the item difficulty S.E.
assumed to be 0.0.

64 71 CAT-0.5 22 Measure for an expected score of category - 0.5 score points. This is the
Rasch-half-point threshold, the boundary between categories when
conceptualized as average performances. Itis nota model parameter. TOP-
0.5 for the highest (top) category,

72 79 AT CAT 22 Measure for an expected score of category score points (AT CAT). This is

(TOP-0.25) the measure corresponding to a category when predicting for an individual
or sample about which nothing else is known.
For items with fewer rating-scale categories, the AT CAT value shown for the
highest category is the TOP-0.25 value.

80 87 PR50% 2.3 Probability 50%. Measure at Rasch-Thurstone threshold = 50% cumulative
probability.

Only for the top (highest) category

TOP-0.25 22 For the highest (top) category this value corresponds to the top category
value less HIADJ=, the measure for an expected score of HIADJ= score
points less than the top category value. This is useful as a measure for a
performance in the top category, for which the performance range extends to
infinity.
For items with fewer rating-scale categories, the AT CAT value shown for the
highest category is the TOP-0.25 value.

ITEM Item label
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The "AT CAT" values in the ISFILE= are based on the Rasch-model. They are the points on the "expected score" ogive for
the rating scale (also called "the model ICC") at which the expected score = the category number. This is also the point at

which the probability of observing the categoryis highest.

For extreme categories (top and bottom of the rating scale), the model values are infinite, so an adjustmentis made. The
"AT CAT" values correspond to expected scores bottom+0.25 score points and top-0.25 score points. These provide
reasonable estimates for performance in the extreme categories of the rating scale. The adjustment of 0.25 can be
changed with LOWADJ= and HIADJ=. The "AT CAT" values are plotted on Table 2.2.

Since the ISFILE= has the same number of category entries for every item, the repeated fields are filled out with "0" for any
further categories up to the maximum categories for any item.

When CSV=Y, commas separate the values with quotation marks around the "ltem name". When CSV=T, the commas are

replaced bytab characters.

When STKEEP=YES and there are intermediate null categories, i.e., with no observations, then the Rasch-Andrich
threshold into the categoryis set about 40 logits above the previous threshold. The threshold out of the category, and into
the next category, is set about 40 logits above. The exact values depend on the category frequencies of the observed

categories. Thus:

Rasch-Andrich Thresholds for Unobserved Categories

Category in Table 3.2 in SFILE=
0 (observed) NULL 0.00
1 (observed) -1.00 -1.00
2 (unobserved) NULL 39.00
3 (observed) 1.00 -38.00
Total: 0.00 0.00

Meanings of the columns

There are several ways of conceptualizing the category boundaries or thresholds of a rating (or partial credit) scale item.
Imagine a rating (or partial credit) scale with categories, 1, 2, 3:

From the "expected score ogive", also called the "model item characteristic curve"

Average rating: Measure (must be ordered)

1.25 Measure for an expected score of 0.25 (BOT+.25) when
LOWADJ=0.25

15 Measure for an expected score of category - 0.5 score points
(CAT-0.5)

20 Measure for an expected score of category score points (AT
CAT)

25 Measure for an expected score of category - 0.5 score points
(CAT-0.5)

275 Measure for an expected score of category score points (AT
CAT)
Since this is the top extreme category the reported values is
for TOP-0.25 when HIADJ=0.25

From the "category probability curves" relative to the origin of the measurement framework (need not be ordered)

1-2 equal probability

Structure measure = Rasch-Andrich threshold + item
measure = Dij (MEASURE)

standard error

Rasch-Andrich threshold's standard error (ERROR)
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2 maximum probability Measure for an expected score of category score points (AT
CAT) - (yes, same as for the ogive)

2-3 equal probability Structure measure = Rasch-Andrich threshold + item
measure = Dij (MEASURE)
standard error Rasch-Andrich threshold's standard error (ERROR)

From the "cumulative probability curves" (preferred by Thurstone) (must be ordered)

Category 1 at .5 probability Measure at the Rasch-Thurstone threshold = 50%
cumulative probability (50%PRB)
Category 1+2 at .5 probability Measure at the Rasch-Thurstone threshold = 50%

cumulative probability (50%PRB)

Example 1: You wish to write a file on disk called "ITEMST.FIL" containing the item statistics reported in Table 2.2, for use in
constructing your own tables:

ISFILE = ITEMST.FIL

ISGROUPS =0 ; each item has its own "partial credit" scale

LOWADJ = 0.25 ; the standard for the low end of the rating scale

HIADJ = 0.25 ; the standard for the high end of the rating scale

For column definitions, see above.

; ACT ITEM-STRUCTURE FILE (not for anchoring: use SFILE=) FOR LIKING FOR SCIENCE (Wright & Masters p.18) Mar 24 20:55 2015

;ENTRY STAT MAX CAT BOT+.25 CAT ORD THRESH I+THRSH S.E. CAT-0.5 AT CAT PR50% CAT ORD THRESH I+THRSH S.E. CAT-0.5 TOP-
.25 PR50% ACT
1 2 0 -2.68 1 1 -1.03 -1.50 .14 -1.76 -.47 -1.61 2 2 1.03 .55 .13 .81
1.74 .66 Watch birds
1 2 0 -3.01 1 1 -1.03 -1.83 .14 -2.09 -.80 -1.94 2 2 1.03 .23 .13 .49
1.41 .33 Read books on animals

Example 2: To produce a Table of expected measures per item-category similar to Pesudovs, K., E. Garamendi, et al.
(2004). "The quality of life impact of refractive correction (QIRC) questionnaire: Development and validation." Optometry and
Vision Science 81(10): 769-777, write the ISFILE= to Excel. Then delete or hide unwanted columns.

Response category
Hem numbar 1 2 3 4 5
1 60,51 4506 29,81 29.61 2081
2 65.11 49.66 4.1 34.21 3421
3 58T 41268 25.81 25.81 25 81

Example 3: To plot the operating range of each item using Excel.

"Output Files", "ISFILE=", output to Excel.
"Output Files", "IFILE=", output to Excel.

Paste the "MEASURE" column from the Excel IFILE= into the Excel ISFILE=

Arrange the columns: TOP-.25, BOT+.25, MEASURE

If some items have fewer categories, then paste their highest values into the TOP-.25 column
Draw a "hi-lo-close" plot with TOP-.25, BOT+.25, MEASURE for each item

If some items have fewer categories, then use their highest values in ISFILE=

This is one | have drawn from Exam 12.txt with Exam 12lo.txt+Exam 12hi.txt
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Example 4: To produce ISFILE= without the addition of item difficulties (similar to Table 3.2 for a rating scale)

We can do this by writing out the SFILE=sf.txt from the original analysis. Then do the analysis again with SAFILE=sf.txt and
IAFILE=*
1-number of items 0

*

11.75 ISGROUPS= or GROUPS= assigns items to rating scale
groupings

Winsteps chooses the model-family based on MODEL S=
Models=R (or MODELS= is omitted) is the rating-scale family of models which includes the Andrich Rating-Scale Model,
the Masters Partial-Credit Model, the Grouped Rating-Scale Model and the Rasch Dichotomous Model.

Within Models=R, the choice of model is decided by ISGROUPS= or GROUPS= or IGROUPS=
If ISGROUPS=is omitted, then

1) If there are only two categories in the data the dichotomous model

2) If there are more than two categories the Andrich Rating-Scale Model

ISGROUPS= *file name [file containing details
ISGROUPS =* in-line list
ISGROUPS = codes codes for item groups

If SGROUPS=0 then
the Masters Partial Credit Model

If ISGROUPS=(something else)
the Grouped Rating-Scale Model

Please look at the outputin Table 3.2, 3.3, .... to see exactly how the data have been modeled.

Items in the same "grouping" share the same dichotomous, rating scale or partial credit response structure. For tests
comprising only dichotomous items, or for tests in which all items share the same rating (or partial credit) scale definition,
all items belong to one grouping, i.e., they accord with the simple dichotomous Rasch model or the Andrich "Rating Scale"
model. For tests using the "Masters' Partial Credit" model, each item comprises its own grouping (dichotomous or
polytomous). For tests in which some items share one polytomous response-structure definition, and other items another
response-structure definition, there can be two or more item groupings. Groups are called "blocks" in the PARSCALE
software. All the items in the same group of items must have the same number of categories. If an item has a different
number of categories, place itin a differentitem group, or in an item group byitself. In ISGROUPS=, an item in a item group
byitself can be given its own item group code or group "0". Item difficulty measures are the locations on the latent variable
(Rasch dimension) where the highest and lowest categories of the item are equally probable, regardless of the number of
categories the item has.
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where P is a probability, and the Rasch parameters are Bn, the ability of person, Dgi, the difficulty of item i of grouping g,
and Fgj, the Rasch-Andrich threshold between categories j-1 and j of grouping g. If there is only one grouping, this is the
Andrich "rating scale" model. If each item forms a grouping of its own, i.e., g=i, this is the Masters' "partial credit' model.
When several items share the rating scale, then this could be called an item-grouping-level Andrich rating-scale model, or
an item-grouping-level Masters' partial-credit model. They are the same thing.

ISGROUPS= also acts as IREFER=, when IVALUE= is specified, but IREFER= is omitted.

ISGROUPS= has three forms: ISGROUPS=1101110 and ISGROUPS=" list * and ISGROUPS=*filename

(standard if only one model specified with MODELS=)

ISGROUPS="" All items belong to one grouping. This is sometimes called "Andrich's Rating Scale
Model"
(standard if MODELS= specifies multiple models)
ISGROUPS=0 Each item has a grouping of its own, so that a different response structure is defined
for each item, as in the "Masters' Partial Credit model". This is also used for rank
order data.

Use onlyone letter or number per grouping, regardless of the XWIDE= setting.

Valid are: 0's, 1's, 2's, A's, B's, etc. ("a" is the same as "A"), also #, @, !,& etc.

ltems are assigned to the grouping label whose location in the ISGROUPS= string

ISGROUPS= some combination matches the item sequence number. Items in groupings labeled "1", "2", "A", etc.
of numbers and letters share the response-structure definition with other items in the same labeled

grouping, which is the "Grouped Rating Scale Model". Each item assigned to

grouping O is allocated to a "partial credit" grouping by itself, which is the same as

having only one item in a group.

If there are items with minimum-possible or maximum-possible total raw scores, then
please group those items with other items which do not have extreme scores, so
that Winsteps knows which categories should have been observed for the extreme
item. This does not change the response structure for the non-extreme items.

ISGROUPS= with extreme items

Valid one-character ISGROUPS= codes include: #$%&-./123456789<>@ABCDEFGHIJKLMNOPQRSTUVWXYZ" |~
A-Z are the same as a-z

For the ISGROUPS= specification, "0" has the special meaning: "this is a one item grouping" - and can be used for every 1
item grouping.

NI=9

ISGROUPS=0

is the same as

ISGROUPS=000000000

is the same as

ISGROUPS=123456789

When XWIDE=2 or more, then

either (a) Use one character per XWIDE= and blanks,
NI=8
XWIDE=2
ISGROUPS='1010101 1"

or (b) Use one character per item with no blanks
NI=8
XWIDE=2
ISGROUPS="10101011"
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ISGROUPS=*

item number grouping code

item number-item number grouping code

Each line has an item number, e.g., 23, or an item number range, e.g., 24-35, followed by a space and then a grouping
code, e.g., 3. The items can be out of order. If an item is listed twice, the last entry dominates.

ISGROUPS=*file name
This has a file with the format of the ISGROUPS=" list.

Particularly with ISGROUPS=0, some extreme categories may only be observed for persons extreme scores. To reinstate
them into the measurement analysis, see Extreme Categories: Rescuing the Dropped.

Groupings vs. Separate Analyses

ISGROUPS= is very flexible for analyzing together different item response structures in one analysis. Suppose thatan
attitude survey has 20 Yes-No items , followed by 20 5-category Likert (Strongly disagree - disagree - neutral - agree-
strongly agree) items, followed by 20 3-category frequency (never - sometimes - often) items. When possible, we analyze
these together using ISGROUPS=. But sometimes the measurement characteristics are too different. When this happens,
the fit statistics stratify by item type: so that, say, all the Yes-No items overfit, and all the Frequency items underfit. Then
analyze the testin 3 pieces, and equate them together - usually into the measurement framework of the response structure
thatis easiest to explain. In this case, the Yes-No framework, because probabilistic interpretation of polytomous logits is
always difficult to explain or perform.

The "equation" would be done by cross-plotting the person measures for different item types, and getting the slope and
intercept of the conversion from that. Drop out of the "equation" any noticeably off-trend-line measures. These are person
exhibiting differential performance on the differentitem types.

Example 1: Responses to all items are on the same 4-point rating scale, an Andrich "Rating Scale" model,
ISGROUPS=""

Example 2: An arithmetic test in which partial creditis given for an intermediate level of success on some items. There is
no reason to assert that the intermediate level is equivalent for all items. 0=No success, 1=Intermediate success (or
complete success on items with no intermediate level), 2=Complete success on intermediate level items.

CODES=012 valid codes

ISGROUPS=0 each item has own response structure, i.e., Masters' Partial Credit model
or

ISGROUPS=*

10 ;item 1 is in Grouping 0, no other items mentioned, so all assumed to be in Grouping 0

Example 3: An attitude survey consists of four questions on a 0,1,2 rating scale (grouping 1), an Andrich "Rating Scale"
model, followed by three 0,1 items (grouping 2), an other Andrich "Rating Scale" model, and ends with one 0,1,2,3,4,5
question (grouped by itself, 0), a Masters' "Partial Credit" model.

NI=8 number ofitems

CODES=012345 valid codes for all items

ISGROUPS=11112220 the item groupings
or

ISGROUPS=*

1-4 1

5-7 2

8 0 ;this lineis optional, 0 is the standard.

When XWIDE=2, use two columns for each ISGROUPS= code. Each ISGROUPS= code must be one character, a letter or
number, specified once in the two columns, e.g." 1" or"1 "mean "1",and " 0" or "0 "mean "0".

159



Example 4: You wish mostitems on the "Liking for Science" Survey to share the same rating scale, an Andrich "Rating
Scale" model, (in Grouping A). Items about birds (1, 10, 21) are to share a separate response structure, another Andrich
"Rating Scale" model, (in Grouping B). Items 5 (cans) and 18 (picnic) each has its own response structure, i.e., the
"Masters' Partial Credit" model, (Grouping 0).

NI=25 number ofitems

XWIDE=2

CODES=000102 valid codes for all items

ISGROUPS="BAAAOAAAABAAAAAAAO0AABAAAA

item groupings - use onlyone letter/number codes.

or

ISGROUPS=" ; XWIDE=2 is not a worry here, but use one letter/number codes.

1-25 A; mostitems in grouping A

1B ;item 1 transferred to grouping B

10B

21B

50 ; grouping 0 means item is byitself

180

Example 5: Four separate tests of patient performance (some on a 4-pointrating scale, some on a 5-pointrating scale) are
to be Rasch-analyzed. All 500 persons were given all 4 tests. | analyzed each separately, to get an idea of good-fitting and
bad-fitting items, etc. Now, I'd like to run all 4 tests together using a partial credit model.

There is no problem running all four tests together. Put them all in one file, or use MEORMS=. If you intend every item of
every test to have its own rating scale (i.e., a strict partial-credit model), use ISGROUPS=0. But if you intend items on test 1
to share the same rating scale, similarlytest 2 etc. (i.e., a test-level partial-credit model), then specify
ISGROUPS=111111112222233334444.... matching the grouping number indicators to the count of items in each test.

Example 6: Items are to be rescored in 3 different ways, and then the items are to be divided into 4 rating scale structures.
ISGROUPS=11112223312444 ; 4 RATING SCALE GROUPINGS

IREFER =AAAABBBCCABBBB ; 3 RECODINGS

CODES  =01234 ; ORIGINAL CODES IN DATA

IVALUEA =01234 ; ORIGINAL CODING MAINTAINED - THIS LINE CAN BE OMITTED

IVALUEB =43210 ; CODING IS REVERSED

IVALUEC =*112* ; DICHOTOMIZED WITH EXTREME CATEGORIES MARKED MISSING

Example 7: Afive-item test.
ltem 1: Dichotomy already scored 0-1 ; let's call this a "D" (for dichotomy) group item
ltem 2: Dichotomy already scored 0-1 ; this is another "D" (for dichotomy) group item. Under the Rasch model, all
dichotomies have the same response structure.
Item 3: Partial credit polytomy already scored 0-1-2 ; this is an "0" type item. "0" means "this item has its own response
structure".
ltem 4: Rated polytomy already scored 1-2-3-4 ; let's call this an "R" group items
ltem 5: Rated polytomy already scored 1-2-3-4 with the same rating scale as item 4, so this is another "R" group item,
CODES =01234 ; this is all possible valid codes in the data
ISGROUPS = DDORR ; Winsteps detects from the data which are the responses for each item-group and what they
mean.

Example 8: An attitude survey in which the rating-scale items are worded alternately positively and negatively.
CODES = 12345 ; the rating scale of 5 categories
;rescore the items
IREFER = PNPNPNPNPN ; 10 item, alternately positively-worded and negatively-worded
IVALUEP = 12345 ; the positive orientation
IVALUEN = 54321 ; the negative orientation
; model the rating scales
GROUPS = PNPNPNPNPN ; model the two item orientations with separate rating scale structures

Example 9: Atest with 5 dichotomous items and 5 partial credititems:

CODES =01234 ; all possible item scores
GROUPS =1111100000 ; 5 dichotomies share the same response structure
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Example 10: 3 rating-scales in one instrument.

NAME1 =1 ; First column of person label in data file

NAMLEN = 14

ITEM1 =19 ; First column of responses in data file

NI = 57

XWIDE =1

GROUPS=111111111111111111111111111222222222222222222222222222233

; Group 1 categories 0,1,2,3,4 ; Winsteps discovers this by inspecting the data

; Group 2 categories 0,1,2,3
; Group 3 categories 0,1,2,3,4,5,6

CODES=0123456

&END

END NAMES

XX
XX
XX
XX
XX
XX

10001
10002
10003
10004
10005
10006

R R R R R R
NNNRENN

R H R WREN

; Valid response codes in the data file

; END NAMES or END LABELS must come at end of list
444444444442434444234444444333332333333333333233133323366
444444444442444344334343334133333333333333333333333333366
4444444440324 4444420234444333333233333333133323333333366
444444444043444444444444444333333333333333333333333333345
443334444431441033113312332233332232303323032332020333243
233334442422323442333333343123332332222323332331233223344

Example 11: 1 have 10 items, 9 of them are dichotomous (0,1). One item gets a range between 1 and 10.
Please use 2 columns for each response:
codes= "0 12 3456789 10"

xwide=2

isgroups=1111111112

Example 12: The item's rating scale changes. The rating scale changed for certain items. Some respondents used a 1-4
scale and others used a 1-5 scale for the same items.

When the rating scale changed from 1-4 to 1-5 the items became new items. For instance, if there are 10 items:
the first people responded to items 1 to 10.

the later people responded to items 1 to 6 and 9. And also 7B, 8B, 10B

The data looks like

NI=13

CODES=12345

ISGROUPS=4444444444555
DATA=

1234123412...

342132..4.234

first person

later person

Then look at Table 2.2 to see how the 4-pointitems and the 5-pointitems align.

11.76

ISORT= column within item name for alphabetical sort in
Table 15

Table 15 lists items alphabetically. Table 1 and Table 12 list them alphabetically within lines. As standard, the whole item
name is used. Select the sorting columns in the item labels with ISORT= using the column selection rules, e.g., starting in
column Snn and ending in column Enn or of width Wnn.

Example 1: The item name is entered in the specification file as sequence number, followed by identification in column 6.
Sort by identification for Table 15.

NI=4

TABLES=1111111111111111111111111
ISORT=5-30 ;sortthe items reported in Table 15 byitem descriptions

&END

0001 Addition Item
0002 Subtraction Item
0003 Multiplication item
0004 Division item
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sortcolumn
END NAMES

Example 2: The item name contains several important classifiers. Table 15 is required for each one:
TFILE=*
15 ---1;sortstarts with column 1 of item name
15 ---6 ; sort starts with column 6
15---13; sort starts with column 13 of the item name and goes to the end of the item name
- entered as place-holders, see TFILE=
&END
MCQU Geogrp 1995-0234
sort column
sort column
sort column

|
END NAMES

Example 3: Aversion of Table 15, sorted on item name column 13, is to be specified on the DOS command line or on the
Extra Specifications line. Commas are used as separators, and "-" as place-holders:
TFILE=* 15,-,-,-,13 *

11.77 ISRANGE= category range of a rating scale

By default, Winsteps deduces the range of categories of an item group from the data. ISRANGE= or ICRANGE-= states the
range of category numbers explicitly. This is useful with SEUNCTION=

ISRANGE= file name [file containing details

ISRANGE =* in-line list

ISRANGE = ? opens a Browser window to find the file

ISRANGE=* (or filename)
(item number in item group, ISGROUP=) (lowest category number) (highest category number)

*

Example: For the Olympic Ice-Skating in Exam 15.t4, the rating scale range is 0-60 though the observed range is 29-60. All
items (raters) share the same rating scale.

ISRANGE=*
20060 ;2is anexample rater numberin the group

*

11.78 ISUBTOTAL= columns within item label for Table 27

This specifies what part of the data record is to be used to classify items for subtotal in Table 27.

ISUBTOTAL= file name |file containing details

ISUBTOTAL =* in-line list

ISUBTOTAL = $S1W1 |[field in item label

Format 1: ISUBTOTAL = $S..W.. or $S..E.. using the column selection rules.
$S.W..e.g., $S2W13 means that the label to be shown on the map starts in column 2 of the item label and is 13 columns
wide.

$S..E.. e.g., $S3E6 means that the label to be shown on the map starts in column 3 of the item label and ends in column 6.
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These can be combined, and constants introduced, e.g,
ISUBTOTAL=$S3W2+"/"+$S7W2

If the item label is "KH323MXTR", the sub-grouping will be shown as "32/XT"

Format 2: ISUBTOTAL=*
This is followed by a list of sub-groupings, each on a new line using the column selection rules:

ISUBTOTAL=*
$STW1+$S7W2 ; Subtotals reported for item classifications according to these columns
$S3E5 ; Subtotals reported for item classifications according to these columns

*

Example: Subtotal by first letter of item name:
ISUBTOTAL=$S1W1
or
@SGROUP=$S1W1
ISUBTOTAL=@SGROUP

TFILE=*
27 ; produce the subtotal report

Here is a subtotal report (Tables 27) for items beginning with "R"

"R" SUBTOTAL FOR 8 NON-EXTREME ITEMS

B it e it +
| RAW MODEL INFIT OUTFIT |
| SCORE COUNT MEASURE ERROR MNSQ ZSTD MNSQ ZSTD |
R Rt !
| MEAN 28.1 25.0 4.04 3.48 91 5 1.04 0 |
| P.SD 5.5 0 6.63 14 31 1.1 .54 1.4 |
| MAX 38.0 25.0 16.30 3.82 1.61 2.0 2.37 3.4 |
| MIN 19.0 25.0 -6.69 3.38 64 -1.6 60 -1.2 |
| = !
| REAL RMSE 3.63 TRUE SD 5.54 SEPARATION 1.52 PUPIL RELIABILITY .70

|MODEL RMSE 3.48 TRUE SD 5.64 SEPARATION 1.62 PUPIL RELIABILITY .72

| S.E. OF PUPIL MEAN = 2.50

| WITH 2 EXTREME = TOTAL 10 PUPILS MEAN = 3.05, P.SD = 28.19

| REAL RMSE 8.88 TRUE SD 26.75 SEPARATION 3.01 PUPIL RELIABILITY .90
|MODEL RMSE 8.83 TRUE SD 26.77 SEPARATION 3.03 PUPIL RELIABILITY .90
| S.E. OF PUPIL MEAN = 9.40

MAXIMUM EXTREME SCORE: 1 PUPILS
MINIMUM EXTREME SCORE: 1 PUPILS
LACKING RESPONSES: 1 PUPILS
DELETED: 1 PUPILS

11.79 ITEM-= title for item labels

Up to 12 characters to use in table headings to describe the kind of items, e.g.
ITEM=MCQ.

11.80 ITEM1=column number of first response

Specifies the column position where the response-string begins in your data file record, or the column where the
response-string begins in the new record formatted by FORMAT=.

If you have the choice, put the person-identifiers firstin each record, and then the item responses with each response
taking one column.
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Error messagesregarding ITEM1= may be because your control file is notin "Text with line breaks" format.

It is easy to miscount the ITEM1= column. Scroll to the top of the Winsteps screen and check column positions:

Input in process..
Input Data Record:

1 2
1234567890123456789012345678
Richard M 111111100000000000
~P AT N

35 KID Records Input.

AP marks the Name1=1 column position with %
Al marks the ltem1=11 column position with 2.
AN marks the NI=18 column position with 2.

Example 1: The string of 56 items is contained in columns 20 to 75 of your data file.
ITEM1=20 response to item 1 in column 20

NI=56 for 56 items

XWIDE=1 one column wide (the standard)

Example 2: The string of 100 items is contained in columns 30 to 69 of the first record, 11 to 70 of the second record,
followed by 10 character person i.d.

XWIDE=1 one column wide (the standard)

FORMAT=(T30,40A,/,T11,60A,10A) two records per person

ITEM1=1 item 1 in column 1 of reformatted record

NI=100 for 100 items

NAME1=101 person id starts in column 101

NAMLEN=10 person id starts in 10 columns wide

11.81 ITLEN= maximum length of item label

ITLEN= specifies the maximum number of columns in the control file that are to be used as item names. The maximum

possible is 300 characters. ITLEN= can be specified in the Specification box. Its length cannot exceed the original

maximum label length. If your item labels are longer than 300 characters, please use ITEM1= and ITLEN= to pick out the

important part of the label, and use FEORMAT= if the important parts are too far apart.

Example 1: You only wish to use the first five columns of item information to identify the items on the output:
NI=4
ITLEN=5
&END
AX123 This part is not shown on the output
BY246 Trial item
AZ476 This item may be biased
22234 Hard item at end of test
END NAMES

Example 2: Your item names may be up to 50 characters long:
NI=4
ITLEN=50
&END
This item demonstrates ability for constructive reasoning
This item flags rigid thinking
This item detects moral bankruptcy
This item is a throw-away
END NAMES
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11.82 IVALUEXx=recoding of data

Responses are revalued according to the matching codes in IREFER= (or ISGROUPS= if IREFER= is omitted). tems in
IREFER= not referenced by an IVALUEx= are not recoded.

IVALUEa=is the same as IVALUEA=

The recoded values in IVALUEx= line up vertically with the response codes in CODES=, if a data value does not match any
value in CODES= it will be treated as missing.

Valid one-character IVALUE= codes include: 123456789ABCDEFGHIJKLMNOPQRSTUVWXYZ* |~#$%&-./<>@
A-Z are the same as a-z

Characters with ASCIl codes from 129-255 can also be used, but their appearance depends on the font chosen:

o T %S CEZ " e——"™E007Y [¢EO¥!I§ ©«—® °22 U, " VaVsY4g,

When XWIDE=2 or more, then

either (a) Use one character per XWIDE and blanks,
NI=8
XWIDE=2
IREFER=' ABCDDC B A'

or (b) Use one character per item with no blanks
NI=8
XWIDE=2
RESCORE='ABCDDCBA'

Layoutis:

NI = 17

IREFER = AABCADBCDEEDEAABC ; the recoding type designators for the 17 items
; see the vertical line up here

CODES = 0123456 ; valid codes across all items

IVALUEA = Q01l2**** ; recodes for Grouping A

IVALUEB = *1224** ; recodes for Grouping B: "2" and "3" recoded to "2"
IVALUEC = *122226 ; 1-2-6 acts as 1-2-3 because STKEEP=NO

IVALUED = 012333%*

IVALUEE = 00123*%*

STKEEP=NO ; missing intermediate codes are squeezed out

Example 1: Items identified by Y and Zin IREFER= are to be recoded.
Y-type items are 1-3, 7-8. Z-type items are 4-6, 9-10. All items have their own rating (or partial credit) scales,

NI = 10

IREFER = YYYZZZYYZZ ; items identified by type: item 1 is Y, item 4 is Z etc.

CODES = ABCD ; original codes in the data

IVALUEY= 1234 ; for Y-type items, this converts A to 1, B to 2, C to 3, D to 4

IVALUEZ= 4321 ; for Z-type items, this converts A to 4, B to 3, C to 2, D to 1
ISGROUPS=0 ; allow each item to have its own rating (or partial credit) scale structure

Example 2: ltems identified by 1, 2, 3 in ISGROUPS= are to be recoded and given there own rating (or partial credit) scales
Y-type items are 1-3, 7-8. Z-type items are 4-6, 9-10.

NI = 10

ISGROUPS = YYYZZZYYZZ

CODES= ABCD ; original codes in the data

IVALUEY= 1234

IVALUEZ= 4321

or
NI = 10
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ISGROUPS = YYYZZZYYZZ

IREFER = YYYZZZYYZZ

CODES= ABCD ; original codes in the data
IVALUEY= 1234

IVALUEZ= 4321

Example 3: All items are to be recoded the same way.
NI=100 ;100 ITEMS

IREFER=*

1-100 X ; FOR ALL 100 ITEMS, reference is X

Codes =12345 ;rescore 12345
IVALUEX =12223 ; into 12223

11.83 IWEIGHT= item (variable) weighting

IWEIGHT= allows for differential weighting of items. The standard weights are 1 for all items. To change the weighting of
persons, specify PWEIGHT=.

IWEIGHT of 2 has the same effect on person estimation as putting the item and its responses into the analysis twice. It
does notchange an item scored 0-1 into an item scored 0-2. When IWEIGHT is O for an item, the measure and fit statistics
are reported for the item, but the item does notinfluence the measures or fit statistics of the other items or persons.
IWEIGHT= applies to everything except the dimensionality computations (Tables 23, 24) where PWEIGHT=is setto 1 and
IWEIGHT=is setto 1 for all persons and items.

IWEIGHT= file name |[file containing details
IWEIGHT =* in-line list
IWEIGHT = $S1W1 field in item label

Raw score, count, and standard error of measurement reflect the absolute size of weights as well as their relative sizes.
Measure, infit and outfit and correlations are sensitive only to relative weights.

Weighting is treated for estimation as that manyindependent observations. So, if you weight all items by two, you will divide
the S.E. by the square-root of 2, but will not change the measures or fit statistics.

If you want to do different weighting at different stages of an analysis, one approach is to use weighting to estimate all the
measures. Then anchor them all (IEILE= and IAFILE= etc.) and adjust the weighting to meet your "independent observation'
S.E. and reporting requirements.

If you want the standard error of the final weight-based measure to approximate the S.E. of the unweighted measure, then
ratio-adjust case weights so that the total of the weights is equal to the total number ofindependent observations.

Formats are:
IWEIGHT=file name the weights are in a file of format:
item number weight

IWEIGHT=*
item number weight

*

IWEIGHT=$S...$W... or $S...$E... weights are in the item labels using the column selection rules, e.g.,starting in
column S... with a width of W... or starting in column S and ending in column E. This can be expanded, e.g.,
IWEIGHT = $S23W1+"."+$S25W?2

places the columns next to each other (not added to each other)

Example 0: What happens when an item is weighted

IWEIGHT=*
105
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*

1) Table 14: the item scores and counts are not changed
2) Table 18: the person scores and counts are changed. Item 1 score and countis weighted by 0.5
3) Table 3.2: the response counts for the rating scale are weighted

Example 1: In a 20-item test, item 1 is to be given a weight of 2.5, all other items have a weight of 1.
IWEIGHT=*
125
2-20 1

Abetter weighting, which would make the reported person standard errors more realistic by maintaining the
original total sum of weights at 20 , is:

IWEIGHT=*

1233;25*0.93

2-200.93 ; the sum of all weights is 20.0

or adjust the weights to keep the sample-based "test" separation and reliability about the same - so that the
reported statistics are still reasonable:

e.g., original sample "test" reliability (person separation index) = .9, separation coefficient = 3, but separation
coefficient with weighting = 4

Multiply all weights by (3/4)? to return separation coefficient to about 3.

Example 2: The item labels contain the weights in columns 16-18.
IWEIGHT= $S16W3 ; or $S16E18
&END
ltem 1 Hello 0.5
ltem 2 Goodbye 0.7

END NAMES

Example 3: ltem 4 is a pilot or variant item, to be given weight 0, so thatitem statistics are computed, but this item does not
affect person measurement.
IWEIGHT=*
4 0 ; Item 4 has weight 0, other items have standard weight of 1.

*

Example 4: We have 24 0/1 items and 5 0/1/2/3 items. We want them to weight equally. There are several concerns here.
These mayrequire different weights for different purposes, i.e., several runs.
(a) Raw score reporting. For 24 items of 0/1 and 5 items 0f 0/0.33/0.67/1. Then
IWEIGHT=*
1-24 1
25-290.333

This will give the reportable raw scores you want, 0-29, but incorrect reliabilities (too small).

(b) Statistical information. The total amount of overall statistical information can be maintained approximately by
maintaining the total raw score. So original ordinal unweighted raw score range =0 - (24x1 +5x3) = 39. New raw
score in (a) = 29. So we need to up the weights by 39/29 = 1.345. This will give peculiar-looking raw scores, buta
better estimate of fit.

IWEIGHT=*

1-24 1.345

25-290.448

The Rasch measures for (a) and (b) will be the same, but the standard errors, reliabilities and fit statistics will
differ.

(c) Reliability maintenance. If you want to maintain the same person "test" reliability (i.e., measure reproducibility),
then
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approximate weighting factor = (1 - weighted person model reliability) / (1 - unweighted person model reliability)

IWEIGHT=*
1-24 3 * weighting factor
25-29 1 * weighting factor

(d) recoding the 0/1 data into 0/3 to give equal weighting with 0/1/2/3 is not recommended because of the two
unobserved categories, 1, 2, which change the slope of the model ICC, so distorting the measures, altering the fit
and creating artificially high reliabilities.

Example 5: The items are to be weighted in accordance with Jian Tao, Ning-Zhong Shi and Hua-Hua Chang (2012). ltem-
Weighted Likelihood Method for Ability Estimation in Tests Composed of Both Dichotomous and Polytomous Items.
Journal of Educational and Behavioral Statistics, 2012, 37, 2, 298-315.

In their empirical example, items 1-50 are dichotomies. Item 51 is a 0-4 polytomy. Their weighting is:

IWEIGHT=*

1-50 0.9924 ; this is the weighting for the 50 dichotomous items
51 1.3795 ; this is the weighting for the 1 polytomous (0-4) item

Example 6: Ademonstration:

1. Analyze exam1.txt in the Winsteps Examples folder. Save the person measures. Table 17.

|JENTRY  TOTAL TOTAL MODEL| INFIT | OUTFIT |PT-MEASURE |EXACT MATCH|
|NUMBER SCORE COUNT MEASURE S.E. |MNSQ ZSTD|MNSQ ZSTD|CORR. EXP.| OBS% EXP%| KID |
| = o o o O R B |
| 7 14 18 3.73 .94 .95 .1l .39 -.1| .69 .69| 85.7 88.8| Susan F|

2. Add these lines to the exam1.txt control file:

IWEIGHT=*
132 ;weightitem 13 double

3. Analyze exam1.txtin the Winsteps Examples folder. Compare the person measures. Table 17, with Table 17

from 1.

| ENTRY TOTAL TOTAL
|NUMBER SCORE COUNT MEASURE

MODEL| INFIT | OUTFIT |PT-MEASURE |EXACT MATCH| |

S.E. |MNSQ ZSTD|MNSQ ZSTD|CORR. EXP.| OBS% EXP%| KID |

| === e Fmmm - fmmm - fommm e Fommm o domm |
.91 .92 .0] .37 -.1] .67 .66| 86.7 89.2| Susan F|

| 7 15 19 3.85

There are also differences in the item Table 14:

| ENTRY TOTAL TOTAL
|NUMBER SCORE COUNT MEASURE

MODEL| INFIT | OUTFIT |PT-MEASURE |EXACT MATCH| | |

S.E. |MNSQ ZSTD|MNSQ ZSTD|CORR. EXP.| OBS% EXP%|WEIGH| TAP |

| == mmm Fommmmm oo oo Fommmmm e ettt B Fommm e |
.54| .49 -1.9| .24 -.6| .67 .42| 94.1 86.4| 2.00| 1-4-3-2-4 |

| 13 7 35 1.87

11.84 KEYFROM-= location of KEYn

KEYFROM= instructs where to find the KEYn= information. Only use this if you have the scoring Key conveniently in data-

record format.

KEYFROM=0 KEY1= through KEY99=, if used, are control variables
before &END.
KEYFROM= 1 KEY1 information follows after &END, but before the item

names. The keyis formatted exactly like a data record. ltis
helpful to place the name of the key, e.g. "KEY1=", where
the person name would usually go, for reference.

KEYFROM= n (a positive number up to 99)

KEY1, then KEY2, and so on up to KEYn (where nis a
number up to 99) follow &END, but placed before the item
names. Each keyis formatted exactly like a data record. ltis
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helpful to place the name of the key, e.g. "KEY2", where the
person name would usually go.

SPFILE= filename KEY1=, KEY2=, etc., in a separate file in control-file format

Example: KEY1 and KEY2 information are to follow directly after &END
NAME1l=1 start of person-id (the standard)
ITEM1=10 start of response string
NI=7 number of items
CODES=abcd valid codes
KEYFROM=2 two keys in data record format
&END
KEYl=****bacddba keys formatted as data
KEY2=****cdbbaac
Item 1 name item names
|

Item 7 name

END NAMES

Mantovanibbacdba first data record
| subsequent data records

11.85 KEYn=scoring key

Usually only KEY1= is needed for an MCQ scoring key.

Up to 99 keys can be provided for scoring the response choices, with control variables KEY1= through KEY99=. Usually
KEY1=is a character string of "correct" response choices. The standard is one column per correct response, or two
columns if XWIDE=2.

As standard, responses matching the characters in KEY1= are scored 1. Other valid responses are scored 0. KEY2=
through KEY99= are character strings of successively "more correct' response choices to be used when more than one
level of correct response choice is possible for one or more items. The standard score value for KEY2=is 2, and so on up
to the standard score value for KEY99= which is 99. The values assigned to these keys can be changed by means of
KEYSCR-=. If XWIDE=1, only the values assigned to KEY1= through KEY9= can be changed, KEY10= through KEY99= retain
their standard values of 10 through 99. If XWIDE=2, the all KEYn= values can be changed.

More complicated scoring can be done with IREFER=

Example 1: Akey for a 20-item multiple choice exam, in which the choices are coded "1","2","3" and "4", with one correct
choice peritem, scored 1. Wrong, invalid and missing responses are scored 0.

CODES = 1234 ; valid codes

KEY1 = 31432432143142314324 ; correct answers scored 1

; incorrect responses in CODES= automatically scored 0

MISSING-SCORED = 0 ; scoring of responses not in CODES=

Example 2: A20-item MCQ test with responses entered as "a", "b", "c", "d". Wrong responses scored 0. Invalid and missing
responses are scored "notadministered”, and so excluded from the analysis

CODES=abcd ; valid responses

KEY1l =cadcbdcbadcadbcadcbd ; ; correct answers scored 1

; incorrect responses in CODES= automatically scored 0

MISSING-SCORED = -1 ; scoring of responses not in CODES= (default)

Example 3: A20 item multiple choice exam with two somewhat correct response choices per item. One of the correct
choices is "more" correct than the other choice for each item, so the "less correct" choice will get a score of "1" (using
KEY1=) and the "more correct" choice will geta score of "2" (using KEY2=). All other response choices will be scored "0":
CODES=1234 valid responses

KEY1=23313141324134242113 assigns 1 to these responses

KEY2=31432432143142314324 assigns 2 to these responses

; 0 is assigned to other valid responses

ISGROUPS = 0 ; for the Partial Credit model

MISSING-SCORED = 0 ; scoring of responses not in CODES=
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Example 4: A 100 item multiple choice test key.

CODES= ABCD

KEY1l = BCDADDCDBBADCDACBCDADDCDBBADCDACBCDADDCA+
+DBBADCDACBCDADDCDBBADCDACBCDADDCDBBADCCD+
+ACBCDADDCDBBADCDACBC ; continuation lines

Example 5: Multiple score key for items 1 to 10. ltems 11 to 15 are on a rating scale of 1to 5
CODES = abcd12345
KEY1 = bacdbaddcd*****
RESCORE= 111111111100000 ; RESCORE= signals when to apply KEYl=

ISGROUPS= 111111111122222 ; 1 indicates dichotomy, 2 indicates rating scale

Example 6: A12 item test. ltems 1-5 are MCQ with responses entered as "ABCD", with one of those being correct: Item 1,
correctresponse is B. Item 2is C.3is D.4is A. 5is C. Then items 6-10 are partial-credit performance items rated 0-5.
ltems 11-12 are two dichotomous items, scored 0,1.

CODES =ABCD012345 ; screen for all valid codes in the data file

KEY1 = BCDAC******* ; Keyl= automatically has the value "1", etc.
RESCORE= 111110000000 ; "1" selects the KEYl=
ISGROUPS=111110000022 ; 1 indicates MCQ, 0 indicates partial credit, 2 indicates dichotomy

Example 7: Item 1 has correct options B,D,E. Other items have only one correct option.

ITEM1=1

NI=10

NAME1l=11
NAMELENGTH=8
CODES = "ABCDE"
; B,D,E ARE ALL CORRECT FOR ITEM 1

KEY1l = BBADCBDDC

KEY2 = D*x*xkkkkk*

KEY3 = E********

KEYSCR = 111 ; ALL KEYS ARE WORTH 1 POINT
&END
Item
Item
Item
Item
Item
Item
Item
Item
Item
END NAMES
123456789
ADABADCCD Person
BBDDDCAAB Person
CDCCDBABA Person
DCBCCACDC Person
EDCDCDCBD Person

W ooJoUld WNR

; this scores as 001000000
; 110100000
; 000001000
; 100010011
; 100110000

s WwN R

Example 8: the answer to each one of the options, but the options differ across items. Item 1 has options ABC with correct
option B. ltem 2 has options CDEF with correct option E.

CODES = ABCDEF ; all options
KEY1l = BE ; correct options

11.86 KEYSCR=reassign scoring keys

This is only needed for complicated rescoring.
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Specifies the score values assigned to response choices which match KEY1= etc. To assign responses matching key to
the "missing" value of -1, make the corresponding KEYSCR= entry blank or some other non-numeric character.

When XWIDE=1, each value can only take one position, so that only KEY1= through KEY9= can be reassigned. KEY10=
through KEY99= can also be used but keep their standard values of 10 through 99.

When XWIDE=2, each value takes two positions, and the values corresponding to all keys, KEY1= through KEY99=, can be
reassigned.

Example 1: Three keys are used, and XWIDE=1.
Response categories in KEY1= will be coded "1"
Response categories in KEY2= will be coded "2"
Response categories in KEY3= will be coded "3"

KEYSCR=123 (standard)

Example 2: Three keys are used, and XWIDE=1.
Response categories in KEY1= will be coded "2"
Response categories in KEY2= will be coded "1"
Response categories in KEY3= will be coded "1"

KEYSCR=211

Example 3: Three keys are used, and XWIDE=2
Response categories in KEY1= will be coded "3"
Response categories in KEY2= will be coded "2"
Response categories in KEY3= will be coded "1"

KEYSCR=030201
or
KEYSCR=" 3 2 1"

Example 4: Three keys are used, and XWIDE=1
Response categories in KEY3= will be coded "1"
Response categories in KEY6= will be coded "missing"
Response categories in KEY9= will be coded "3"
KEY3=BACDCACDBA response keys
KEY6=ABDADCDCAB
KEY9=CCBCBBBBCC
KEYSCR=xx1xxXxx3 scores for keys
The "X's correspond to unused keys, and so will be ignored.
The "X" corresponds to specified KEY6=, butis non-numeric and so will cause responses matching KEY6= to be ignored,
i.e. treated as missing.

Example 5: Some items in a test have two correct answers, so two keys are used. Since both answers are equally good,
KEY1= and KEY2= have the same value, specified by KEYSCR=. But some items have only one correct answer so in one
key"™", a character notin CODES=, is used to prevent a match.

CODES=1234

KEY1l =23313141324134242113

KEY2 =31%324321%3142314*** ; * is not in CODES=

KEYSCR=11] both KEYs scored 1

Example 6: More than 9 KEYn= lines, together with KEYSCR=, are required for a complex scoring model for 20 items, but
the original data are only one character wide.

Original data: Person name: columns 1-10
20 ltem responses: columns 21-40

Looks like: M. Stewart.......... 1321233212321232134
Solution: reformat from XWIDE=1 to X\WIDE=2

TITLE="FORMAT= from XWIDE=1 to =2"
FORMAT=(10A1,10X,20A1) ; 10 of Name, skip 10, 20 of responses
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NI=20

NAME1l=1

ITEM1=11 Responses in column 11 of reformatted record

XWIDE=2

CODES="1 2 3 4 " Original response now "response blank"

KEYl ="1 213 2123143211111211" Keying 20 items
KEY2 ="21211211211123322=®*21"

KEY10="3 3 3 2 3 3 4 2 3 * * *x 4 4 44 44414"
KEYSCR="1] 2 3 2 2 2 3 41 4 " ; Renumbering 10 KEYn=
&END

11.87 LCONV=logit change at convergence

Measures are only reported to 2 decimal places, so a change of less than .005 logits will probably make no visible
difference.

Specifies what value the largest change in anylogit estimate for a person measure or item calibration or rating (or partial
credit) scale structure calibration must be less than, in the iteration just completed, for iteration to cease. The current
largest value is listed in Table 0 and displayed on your screen. See convergence considerations.

The standard setting is CONVERGE="E", so that iteration stops when either LCONV= or RCONV= is satisfied. (Note: this
depends on Winsteps version - and may explain differences in converged values.)

Example 1: To set the maximum change at convergence to be less or equal to .001 logits:
LCONV=.001
RCONV=0 ; set to zero, so does not affect convergence decision
CONVERGE-=Logit

Example 2: To set the maximum change at convergence to less or equal to .1 user-scale USCALE= units:
USCALE =50 ;50 user-scaled units per logit

LCONV=.002 ;logitvalue =.002*50 = 0.1 user-scaled units

11.88 LESS=heading in Tables 1,12,16

Please see MORE=

11.89 LINELENGTH= length of printed lines

The misfitting responses, name maps, scalogram, and option frequency tables can be outputin any convenient width up to
3003 characters. Specify LINELENGTH=0 for a large page width (503 characters).

Example: You want to print the map of item names with up to 100 characters per line.
LINELENGTH=100 setline length to 100 characters

11.90 LOCAL= locally restandardize fit statistics

LOCAL=N accords with large-sample statistical theory.

Standardized fit statistics test report on the hypothesis test: "Do these data fit the model (perfectly)?" With large sample
sizes and consequently high statistical power, the hypothesis can never be accepted, because all empirical data exhibit
some degree of misfit to the model. This can make t standardized statistics meaninglesslylarge. t standardized statistics
are reported as unit normal deviates. Thus ZSTD=2.0 is as unlikely to be observed as a value of 2.0 or greater is for a
random selection from a normal distribution of mean 0.0, standard deviation, 1.0. ZSTD (standardized as a z-score) is
used of a t-test result when either the t-test value has effectively infinite degrees of freedom (i.e., approximates a unit
normal value) or the Student's t-statistic distribution value has been adjusted to a unit normal value.

Control Column Heading in Table Explanation
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LOCAL=No ZSTD t-standardized fit statistics are computed in their standard form. Even the
standardized like a Z-score | slightestitem misfitin tests taken by many persons will be reported as very
significant misfit of the data to the model. Columns reported with this
option are headed "ZSTD" for model-exact standardization. This is a
"significance test" report on "How unexpected are these data if the data fit
the model perfectly?" Adjusted by WHEXACT=

LOCAL=Log LOG Instead of t-standardized statistics, the natural logarithm of the mean-

log (mean-square) square fit statistic is reported. This is a linearized form of the ratio-scale
mean-square. Columns reporting this option are headed "LOG", for mean-
square logarithm.

LOCAL=Yes ZEMP t-standardized fit statistics are transformed to reflect their level of

locally standardized ZSTD | unexpectedness in the context of the amount of disturbance in the data
being analyzed. The model-exact t standardized fit statistics are divided by
their local standard deviation. Thus their transformed standard deviation
becomes 1.0. Columns reported with this option are headed "ZEMP" for
"empirically re-standardized to match a unit-normal (Z) distribution". The
effect of the local-rescaling is to make the fit statistics more useful for
interpretation. The meaning of ZEMP statistics is an "acceptance test"
report on "How unlikelyis this amount of misfitin the context of the overall
pattern of misfitin these data?" Adjusted by WHEXACT=

LOCAL=Prob | PROB 2-sided probability of the mean-square (CHISQUARE=No) or chi-square
probability f mean-square (CHISQUARE=Yes).. The degrees of freedom are in the IEILE= or PFILE=.
The chi-square is mean-square * d.f.

The ZSTD t-standardized-as-a-Z-score fit statistics test a null hypothesis. The usual null hypothesis is "These data fit the
Rasch model exactly after allowing for the randomness predicted by the model." Empirical data never do fit the Rasch
model exactly, so the more data we have, the more certain we are that the null hypothesis must be rejected. This is what
your fit statistics are telling you. But often we don't want to know "Do these data fit the model?" Instead, we want to know,
"Is this item behaving much like the others, or is it very different?"

Ronald A. Fisher ("Statistical Methods and Scientific Inference"New York: Hafner Press, 1973 p.81) differentiates between
"tests of significance" and "tests of acceptance". "Tests of significance" answer hypothetical questions: "how unexpected
are the data in the light of a theoretical model for its construction?" "Tests of acceptance" are concerned with whether what
is observed meets empirical requirements. Instead of a theoretical distribution, local experience provides the empirical
distribution. The "test" question is not "how unlikely are these data in the light of a theory?", but "how acceptable are theyin
the light of their location in the empirical distribution?"

This also parallels the work of Shewhart and W.E. Deming in quality-control statistics. They construct the control lines on
their quality-control plots based on the empirical "common-cause" variance of the data, not on a theoretical distribution or
specified tolerance limits.

So, in Winsteps, you can specify LOCAL=Yes to test a different null hypothesis for "acceptance" instead of "significance".
This is not "cheating" as long as you inform the reader what hypothesis you are testing. The revised null hypothesis is:
"These data fit the Rasch model exactly after allowing for a random normal distribution of standardized fit statistics
equivalent to that observed for these data."

The ZEMP transformed standardized fit statistics report how unlikely each original standardized fit statistic ZSTD is to be
observed, if those original standardized fit statistics ZSTD were to conform to a random normal distribution with the same
variance as that observed for the original standardized fit statistics.

To avoid the ZEMP values contradicting the mean-square values, Winsteps does separate adjustments to the two halves of
the ZSTD distribution. ZEMP takes ZSTD=0 as the baseline, and then linearly adjusts the positive and negative halves of
the ZSTD distribution independently, giving each half an average sum-of-squares of 1.0 away from 0. When the two halves
are put together, the model distribution of ZEMP is N[0,1], and the empirical distribution of ZEMP approximates a mean of 0
and a standard deviation of 1. Usually there is no ZSTD with value exactly 0.000. Algebraically:
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for all k items where ZSTD(i) >0 and i =1, testlength

positive

ZEMP(i) = ZSTD(I)/(S sitie)» Where S e = SArt [ (17K ge) SUM(ZSTD(i)? for k i items) ]
for all k.o 4 items where ZSTD(i) <0 and i =1, testlength
ZEMP(i) = ZSTD(I)(S ogatie): Where S e = SAMt [ (17K oy 50e) SUM(ZSTD(i)? for K oo items) ]

11.91 LOGFILE= accumulates control files

Specifying LOGFILE=file name in the Winsteps control file causes the current control file to be appended to the log file,
enabling an audit trail of the Winsteps analysis. The contents of Table 0.3 are saved.

LOGFILE="? opens a Browse window

Example: An audit trail of Winsteps analyses is to be maintained at c:\Winsteps.log.txt
LOGFILE= c:\Winsteps.log.txt

11.92 LOWADJ= correction for bottom rating scale categories

The Rasch model models the measure corresponding to a bottom rating (or partial credit) scale category as infinite. This is
difficult to think about and impossible to plot. Consequently, graphicallyin Table 2.2 and numerically in Table 3.1 a
measure is reported corresponding to a bottom category. This is the measure corresponding to an imaginary rating
LOWADJ= rating points above the bottom category. HIADJ= is the corresponding instruction for top categories.

Example: The standard spread in Table 2.2 is based on LOWADJ=0.25. You wish the bottom category number to be printed
more to the right, close to the other categories.
LOWADJ=04

11.93 MAKEKEY= construct MCQ key

For multiple-choice and True-False questions, the analystis usually provided with the answer key. When an answer keyis
not available, MAKEKEY=YES constructs one out of the most frequentresponses to each item. The answer keyis used in
the analysis and reported at the end of Table 0.3 in the Report Output File. Inspect the Item Tables, particularly the
"CATEGORY/OPTION/Distractor FREQUENCIES", to identify items for which this scoring key is probablyincorrect. The
correct answer is expected to have the highest measure.

If you have no KEY1= at all, putin a dummykey, e.g., all A's or whatever, to get Winsteps to run.
Example: The scoring key for Example5.con is lost.

MAKEKEY=YES
KEY1 = aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa ; dummykey

Constructed keyis:
KEY1 =
dabbbbadbdcacaadbabaabaaaacbdddabccbcacccbecccacbbebbbacbdbacaccbeddb

Original key was:
KEY1 = dcbbbbadbdcacacddabadbaaaccbddddcaadcccedbdcccbbdbeccbdecddbacaccbeddb

The keys match for 48 of the 69 items. Item fit Tables suggest up to 29 items whose keys may not be correct.

The key is reported on the lteration screen and after Table 0.3 in the Report Output file accessed by the Edit File pull-down
menu.

11.94 MATRIX= correlation output format

The correlation matrix ICORFILE= or PCORFILE= can be produced in list or matrix format.
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MATRIX = NO is the list format
Item Item Correlation
12 -.04
13 .05

MATRIX = YES is the matrixformat

1.0000 -.0451 .0447 .0095 .....
-.0451 1.0000 -.0448 -.2024 .....
.0447 -.0448 1.0000 -.0437 .....

11.95 MAXPAGE= the maximum number of lines per page

For no page breaks inside Tables, leave MAXPAGE=0

If you prefer a different number of lines per page of your output file, to better match the requirements of your printer or word
processor, give that value (see Using a Word Processor or Text Editor). If you prefer to have no page breaks, and all plots at
their maximum size, leave MAXPAGE=0.

On Table 1 and similar Tables, MAXPAGE= controls the length of the Table.

Example: You plan to print your output file on standard paper with 60 lines per page (pages are 11 inches long, less 1 inch
for top and bottom margins, at 6 Ipi):

MAXPAGE=60 (set 60 lines per page)

FORMFD=* (standard: Word Processor form feed)

11.96 MFORMS=reformat input data

MFORMS= supports the reformatting of input data records, and also equating multiple input files in different formats, such
as alternate forms of the same test. Data after END NAMES or END LABELS is processed first, as is data specified by
DATA= in the core control file.

MFORMS= file name file containing details

MFORMS= file name + file name + ... |[multiple file names

MFORMS = * in-line list

MFORMS = ? opens a Browser window to find the file

Question: I've been trying to analyze two test forms, sharing 1-50 as common and 51-70 as unique. The common items
also have IWEIGHT=. | am trying to estimate the difficulties for each form. | want to retain the KEY1= so | can have option
information (so using CODES=ABCD), but also enable test form comparisons. I've tried building the combined control and
data file using MFORMS=, but no success yet. Any advice would be great.

Reply: The items become
1-50 common
51-70 form 1
71-90 form2
and the Item labels, KEY1= and IWEIGHT= match these numbers

Combine the data files by
a) copying your form 1 data into the combined file
followed by
b) items1-50 of your form 2 data
¢) and then items 51-70 of your form2 data into the position for items 71-90 of the combined data.

To do this copying, please use "rectangular copying" (alt+Mouse). This is available in Microsoft Word and also the freeware
NotePad++ http:/notepad-plus-plus.org/
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Data reformatted by MFORMS= can be accessed, viewed, edited and "saved as" permanently using the "Edit" pull-down

menu. It has a file name of the form: ZMF.....txt

Procedure:

1. Make a list of all your differentitems. Usually we listthe common items first.
2. For each item, listits entry number (sequence number) on each form.
3. Use MFORMS=. Transform the list of item numbers into MFORMS= instructions.

Here is the layout:

MFORMS=*

DATA=forma.txt

; the name of an input data file

L=2

; there are 2 lines in input data file for each data record

11=20 ;response to item 1 of the combined testis in column 20 of the input data file
13-5 =21 ;items 3,4, 5 are in columns 21, 22, 23 of the input data file

116-20=11 vitems 16, 17,18, 19, 20 are in columns 11,12, 13, 14,15

P1=9 ; the first character of person label is in column 9 of the input data file

P3-8=1 ; person label characters 3 through 8 startin column 1

C20-24="FORMA" |; putin columns 20-24 the letters FORMA

C40-90 =211 ; putin columns 40-90 the characters in the second line of the data record

# ; end of definition - start of next file reformat

DATA=formb.txt

;name of input data file

P3-7=1 ; information for columns 3-7 of person label starts in column 1 of data record

; end of mforms=command

Details:

MFORMS=" or filename * instructions follow in control file, and end with another *

orinstructions are in a file.

data=filename name of input file name to be reformatted.

The reformatted records are placed in a temporary work file. This may be
accessed from the Edit pull-down menu, and saved into a permanentfile.

This temporaryfile is processed after any Data Files specified with the master
data= instruction and in the same way, e.g., any FORMAT= command will be

applied also to the temporary work file.

L=nnn nnn is the count of lines in each input data record.
If L=1 this can be omitted.

L=4 means that4 input data lines are processed for each data record output.

Cnnn= column in original data record |nnn is the column number in the formatted data record.

XWIDE= does notapply. C10-12 means columns 10, 11, 12 of the formatted
record.

C1=refers to column 1 of the formatted data record.

This can also be used to move item and person information.

Innn= column in original data record nnn is the starting item number in the formatted data record.
nnn-mmm are the starting to ending item numbers in the formatted data record.
XWIDE= is applied, so that I3-5= with XWIDE=2 means 6 characters.

1= points to column ltem1=in the formatted data record.

Pnnn= column in original data record [nnn is the starting column number in the person label in the formatted person

label.
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XWIDE= is not applied. P6-8= always means 3 columns starting in column 6.
P1= points to column Name1=in the formatted data record.

..... =nnn nnn is the starting column of the only, or the first, line in the input data record.

..=m:nnn m is the line number in each data record
nnn is the starting column number of thatline

L= ' xox is a character constant to be placed in the formatted data record.
Note: for [18-20="abc" with XWIDE=2, then response to Item 18 is "ab", 19is "¢ ",

20is" "
# end of processing of one file, start of the next
* end of Mforms= processing

Check that everything is correct, by looking at the_Edit menu, MFORMS= file.
Example 1: See Exam10c.txt

Example 2: Three data files with common items and one MCQ scoring key. See below for constructing a combined scoring
key.

ltem bank Datafile1.txt Datafile2.txt Datafile3.txt
1-3 1-3 1-3 1-3
4-6 4-6 - -
7-9 - 4-6 -
10-12 - - 4-6

Datafilel.txt: (Items 1-6)

TOMY
BILL

Datafile2.

TOTO
MOULA

Datafile3.

IHSANI
MALIK

Control file:

TITLE="Multiple MCQ forms with one scoring key"

NI=12 ;
ITEM1=11
NAME1l=1

ABCDAB
BCDADD

BBADAB
BADADD

ACCDAB
CBDDCD

12 ITEMS IN TOTAL

CODES="ABCD"
KEY1=BACCADACADDA

mforms=*

data=datafilel.txt ; name of data file
one line per person
; person label in columns 1-10

txt (Items 1-3 and 7-9)

txt (Items 1-3 and 10-12)

; items 1-3 in columns 11-13
; items 4-6 in columns 14-16

data=datafile2. txt

L=1 ;
P1-10=1
I1-3=11
I4-6=14
#

L=1
P1-10=1
I1-3=11
I17-9=14
#

; items 8-9 in columns 14-16

data=datafile3. txt




L=1

P1-10=1

I1-3=11

I10-12=14 ; items 10-12 in columns 14-16
*

&END

; item identification here

END NAMES

Here is how the data appear to Winsteps for analysis:

TOMY ABCDAB

BILL BCDADD

TOTO BBA DAB
MOULA BAD ADD
IHSANI ACC DAB
MALIK CBD DCD

Example 3: Test 1 is a 4-item survey. Test 2 is a 4-item surveyits first two items are the lasttwo items on Test 1. Those
items share the same rating scale, called "C". The other 4 items also share another rating scale, called "U".

ltem bank Datafile1.txt Datafile2.txt
1-2 1-2 -
3-4 3-4 1-2
5-6 - 3-4

Datafilel.txt: (Items 1-4)
TOMY 3241
BILL 3352

Datafile2.txt (Items 3-4 and 5-6)
TOTO 3325
MOULA 2143

TITLE="Combing two surveys"

NI=6 ; 6 ITEMS IN TOTAL

ITEM1=11

NAME1l=1

CODES="12345" ; all valid codes on all the survey items

ISGROUPS = UUCCUU ; assigns items to rating scales
mforms=*
data=datafilel.txt ; name of data file

L=1 ; one line per person

P1-10=1 ; person label in columns 1-10
I1-4=11 ; items 1-4 in columns 11-14

#

data=datafile2. txt

L=1

P1-10=1

I1-2=13 ; items 1-2 on the second survey are items 3 and 4 on the first survey
I3-4=15 ; items 3-4 in columns 15-16

#

&END

; item identification here

END NAMES

Here is how the data appear to Winsteps for analysis:

TOMY 3241 ; items 1-2 unique, items 3-4 common
BILL 3352

TOTO 3325 ; items 3-4 common, items 5-6 unique
MOULA 2143
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Example 4: Test 1 is a 4-item survey. Test 2 is a 4-item survey with two items in common with Test 1 which are to be
anchored to their Test 1 values.

ltem bank data1.txt data2.txt
1 1 -
2 2 3
3 3 -
4 4 2
5 - 1
6 - 4

Test 1 has 4 rating scale items. Each item has its own partial-credit structure:

title = "Test 1"

iteml = 1 ; items start in column 1

ni =4 ; 4 items

namel = 5 ; person label starts in column 5

namlen = 14 ; length of person name

codes = 01234 ; rating scale

ISGROUPS = 0 ; each item has its own rating scale structure

stkeep = YES ; this is probably what you want for these type of data

data = datal. txt

ifile = jitemslif.txt ; item calibrations from Test 1 for Test 2 (output)
sfile = itemslsf.txt ; structure calibrations from Test 1 for Test 2 (output)
&END

Test 1 item
Test 1 item
Test 1 item
Test 1 item
END NAMES

[NV VI

datal.ixtis:
1234Person 1-1
3212Person 1-2

Test2 has 4 items. 1 and 4 are new - we will call these items 5 and 6 of the combined Test1 and 2. Item 2 is Test 1 item 4,
and item 3 is Test 1 item 2.

title = "Test 2 (formatted to match Test 1)"

iteml = 1 ; items start in column 1

ni = 6 ; 4 items in Test 1 + 2 more in Test 2

namel = 7 ; person label starts in column 7

namlen =14 ; length of person name

codes = 01234 ; rating scale

stkeep = YES ; this is probably what you want for these type of data

ISGROUPS = 0 ; each item has its own rating scale structure

jafile = itemslif.txt ; item calibrations from Test 1 (input - unchanged)
safile = itemslsf.txt ; structure calibrations from Test 1 (input - unchanged)
MFORMS = * ; reformat the Test 2 data to align with Test 1

data = data2.txt ; the name of an input data file

L=1 ; there is 1 line in input data file for each data record

I2 = 3 ; response to item 2 of Test 1 is in 3 of the data2.txt file

I4 = 2 ; response to item 4 of Test 1 is in 2 of the data2.txt file

IS5 =1 ; item 5 is in column 1 of data2.txt

I6 = 4 ; item 6 is in column 4 of data2.txt

P1-14 = 5 ; the first character of person label is in column 5 of data2.txt for 14 columns.
* ; end of mforms= command

&END

Test 1 item 1 (blank in Test 2)
Test 1 item 2 (Test 2 item 3)
Test 1 item 3 (blank in Test 2)
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Test 1 item 4 (Test 2 item 2)

Item 5 (not in Test 1, Test 2 item 1)
Item 6 (not in Test 1, Test 2 item 4)
END NAMES

data2.txtis:
5426Person 2-1
1234Person 2-2

The formatted file (see Edit pull-down menu MFORMS==) is
2 456Person 2-1
3 214Person 2-2

Example 5. For my computer-adaptive test (CAT), | want a new MFORMS= specification for each respondent.

In your Winsteps control file, put
MFORMS=myrespondents.txt (or anyother file name)

Then myrespondents.txt can contain an unlimited number of MFORMS instructions
DATA=respondentl. txt

#
DATA=respondent2. txt

#
DATA=respondent3. txt

Example 6: Constructing a combined scoring key.

1. Construct MFORMS= as above.

2. Put each data files scoring key in the format of that data file in a separate data file.
3. In your control file, include:

CODES-= list of valid data codes, e.g., CODES=ABCDE

IREFER=*

1-number ofitems A ;all items will be scored by IVALUEA=

IVALUEA=10000
IVALUEB=01000
IVALUEC=00100
IVALUED=00010
IVALUEE=00001

Run your control file with MFORMS=, using the data files containing only the keys.
Look at Edit menu, MFORMS=. It will have a data record for each files key, in the combined file format.
Now, Output Files menu, XFILE=,
clear all settings
check: item entrynumber
response code in data file
OK
Output to text file space separated.
You will see something like:

; RESIDUAL FILE FOR YOUR TEST
ITEMC
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1A
12B
13E
14 A

Delete the two heading lines.
The other lines are the scoring key.

In IREFER=, replace

1-number of items A

with all these lines, or you can also put them in a separate file,, and specify IREFER=theirfilename

IREFER is acting like a key, by referring each observation to the IVALUE which matches its scoring key

Now run your Winsteps control file with the correct data files (delete the scoring keys in the data files).

Winsteps should produce the correct output.

11.97 MHSLICE= Mantel-Haenszel slice width

Differential item functioning (DIF) is investigated using log-odds estimators in Table 30.1Mantel-Haenszel (1959) for
dichotomies or Mantel (1963) for polytomies. The sample is divided into difference classification groups (also called

reference groups and focal groups) which are shown in Table 30 and specified with DIF=.

MHSLICE= specifies the width of the slice (in logits) of the latent variable be included in each cross-tab. The lower end of
the lowest slice is always the lowest observed person measure.

MHSLICE = 0 bypasses Mantel-Haenszel or Mantel computation.

MHSLICE = .1 logits and smaller. The latent variable is stratified into thin slices. This corresponds to the slicing by raw
scores with complete data

MHSLICE = 1 logit and larger. The latent variable is stratified into thick slices.
For each slice, a cross-tabulation is constructed for each pair of person classifications against each scored response
level. An odds-ratio is computed from the cross-tab. Zero and infinite ratios are ignored. Ahomogeneity chi-square is also

computed when possible.

Example: The sample size is small, but an approximate Mantel-Haenszel estimate is wanted:
MHSLICE=3 ; this probably divides the sample into 3 strata.

11.98 MHZERO= adjustment to zero cells in Mantel cross-tabulation

The Mantel-Haenszel and Mantel DIF statistics are based on 2x2 cross-tabulations of response frequencies for the
Reference and Focal groups.

Low Category High Category
Focal Group FL FH
Reference Group RL RH

If all 4 cells of the cross-tab are non-zero, then the computation proceeds.
If FL+RL = 0 and/or FH+RH=0 then the computation is skipped.
Otherwise FL = maximum of FL + MHZERO and similarly for the other 4 cells, and the computation proceeds.

The defaultis MHZERO = 0, no adjustment.
SAS uses MHZERO =0.5
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Example: with Exam1.txt

MHZERO=0

| KID KID DIF JOINT Rasch-Welch Mantel-Haenszel Size Active TAP |
| CLASS CLASS CONTRAST S.E. t d.f. Prob. Chi-squ Prob. CUMLOR Slices Number Name |
et et |
| F M 1.23 2.11 .58 21 .5677 .0000 1.000 5 4 1-3-4 |
| F M 1.92 2.06 .93 20 .3626 5 5 2-1-4 |
| F M -1.22 1.28 -.95 31 .3484 .6901 .4061 5 6 3-4-1 |
| F M -2.20 1.46 -1.51 31 .1414 1.0057 .3159 5 7 1-4-3-2 |
| F M -1.86 1.09 -1.71 31 .0982 .6901 .4061 5 8 1-4-2-3 |
MHZERO=0.5

| KID KID DIF JOINT Rasch-Welch Mantel-Haenszel Size Active TAP |
| CLASS CLASS CONTRAST S.E. t d.f. Prob. Chi-squ Prob. CUMLOR Slices Number Name |
e |
| F M 1.23 2.11 .58 21 .5677 .2222 .6374 1.39 10 4 1-3-4 |
| F M 1.92 2.06 .93 20 .3626 .6000 .4386 -.69 10 5 2-1-4 |
| F M -1.22 1.28 -.95 31 .3484 .0360 .8496 -1.30 10 6 3-4-1 |
| F M -2.20 1.46 -1.51 31 .1414 .4792 .4888 -2.23 10 7 1-4-3-2 |
| F M -1.86 1.09 -1.71 31 .0982 .0360 .8496 -1.30 10 8 1-4-2-3 |

Notice that CUMLOR, the cumulative log-odds ratio, the size of the DIF according to Mantel-Haenszel/Mantel, cannot be
computed for these data with MHZERO=0, and generally approximates the Rasch DIF CONTRAST when MHZERO=0.5

If Rasch and Mantel-Haenszel/Mantel disagree, then there is probably not enough data to draw strong conclusions.

11.99 MISSCORE= scoring of missing data codes

This is NOT the missing-value code in your data. All codes NOT in CODES= are missing value codes. Use this control
specification when you want missing data to be treated as valid responses. Winsteps and Missing Data: No Problem!

Winsteps processes one observation at a time. For each observation, Xni by person n on item i, it computes an expectation
Eni, based on the current person measure estimate Bn and the currentitem measure Di and, if relevant, the current rating
(or partial credit) scale structure (calibrations) {Fk}. Pnik is the probability of observing category k for person n on item i.

In this computation it skips over, omits, ignores "missing" data.

It then compares sum(Xni) with sum(Eni) for each person n, and adjusts Bn.

Itthen compares sum(Xni) with sum(Eni) for each item i, and adjusts Di

It then compares the count of (Xni=k) with the sum (Pnik) for each k, and adjusts Fk

These sums and counts are only over the observed data. There is no need to impute missing data.

There are no pairwise, listwise or casewise deletions associated with missing data.

MISSCORE= says what to do with characters that are not valid response codes, e.g. blanks and data entry errors. Usually
any characters notin CODES= are treated as missing data, and assigned a value of -1 which mean "ignore this response."
This is usually what you want when such responses mean "not administered”. If they mean "l don't know the answer", you
may wish to assign missing data a value of 0 meaning "wrong", or, on a typical attitude survey, 3, meaning "neutral" or
"don't know".

MISSING=0 is the same as MISSCORE=0 meaning that all codes in the data notlisted in CODES= are to be scored 0.

Non-numeric codes included in CODES= (without rescoring/recoding) or in NEWSCORE= or VALUE= are always
assigned a value of "not administered”, -1.
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Example Oa: In my data file, missing data are entered as 9. | want to score them 0, wrong answers. Valid codes are 0 and
1.

CODES = 01 ; do not specify a 9 as valid

MISSCORE = 0 ; specifies that all codes not listed in CODES=, e.g., 9's. are to be scored 0.

Example Ob: In mydata file, missing data are entered as 9. | want to ignore them in may analysis. Valid codes are 0 and 1.
CODES = 01 do not specify a 9 as valid
; the following line is the standard, it can be omitted.
MISSCORE = -1 specifies that all codes not listed in CODES=, e.g., 9's.
are to be treated as "not administered"

Example 1: Assign a code of "0" to anyresponses notin CODES=
MISSCORE=0 missing responses are scored 0.

Example 2: In an attitude rating scale with three categories (0, 1, 2), you want to assign a middle code of "1" to missing
values
MISSCORE=1 missing responses scored 1

Example 3: You want blanks to be treated as "wrong" answers, but other unwanted codes to be ignored items, on a
questionnaire with responses "Y"and "N".

CODES="YN " blank included as valid response

NEWSCORE=100 new response values

RESCORE=2 rescore all items

MISSCORE=-1 ignore missing responses (standard)

Example 4: Your optical scanner outputs an "@" if two bubbles are marked for the same response. You want to ignore
these for the analysis, but you also want to treat blanks as wrong answers:

CODES ="1234 " blank is the fifth valid code

KEY1l =31432432143142314324 correct answers

MISSCORE=-1 applies to @ (standard)

Example 5: Unexpected codes are scored "wrong", but 2's to mean "not administered".
CODES = 012
NEWSCORE= 01X ; X is non-numeric, matching 2's ignored
MISSCORE= 0 ; all non-CODES= responses scored 0

Example 6: You have a long 4-option MCQ test with data codes ABCD. Most students do not have the time to complete all
the items. This requires a two-stage item analysis:

1. Estimate the item difficulties without allowing missing data to bias them
Missing data = -1 ; not administered. Perform the analysis estimate the item difficulties. Save them with IFILE=if.txt

2. Estimate the person measures lowering the estimates if there is missing data
Missing data = 0 ; incorrect. Anchor the item difficulties with IAFILE=if.txt to estimate the person measures and report them.

So, in this Example:

Stage 1. Item calibration:
Deliberately skipped responses are coded "S" and scored incorrect. The student could not answer the question.
Not-reached items are coded "R" and scored "not administered". This prevents easyitems atthe end of the test
being calibrated as "very difficult".

CODES="ABCDS"

KEY1="CDBAD..... "

MISSCORE=-1

IFILE=ITEMCAL.TXT ; write out the item calibrations

Stage 2. Person measurement:
The convention with MCQ tests is that all missing responses are scored incorrect when measuring the persons.
IAFILE=ITEMCAL.TXT ; anchor on the Stage 1 item calibrations
CODES="ABCDS"
KEY1="CDBAD..... "
MISSCORE=0 ; all missing data are scored incorrect
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11.100 MJUMLE= or MUCON= maximum number of JMLE iterations

JMLE iterations may take a long time for big data sets, so initially set this to -1 for no JMLE iterations. Then set MUMLE= to
10 or 15 until you know that more precise measures will be useful. The number of PROX iterations, MPROX=, affects the
number of JMLE iterations but does not affect the final estimates.

MJMLE= (or MUCON=) specifies the maximum number of JMLE iterations to be performed. Iteration will always cease
when both LCONV= and RCONV= criteria have been met, see CONVERGE=. To specify no maximum number limitation,
set MUMLE=0. Iteration always be stopped by Ctrl with F, see "Stopping Winsteps".

Example 1: To allow up to 4 iterations in order to obtain rough estimates of a complexrating (or partial credit) scale:
MJMLE=4 ; 4 JMLE iterations maximum

Example 2: To allow up to as many iterations as needed to meet the other convergence criteria:
MJMLE=0 ; Unlimited JMLE iterations

Example 3: Perform no JMLE iterations, since the PROX estimates are good enough.
MJMLE=-1 ; No JMLE iteration

Example 4: Run as quick estimation as possible to check out control options.
MPROX=-1 ; minimal PROX estimation iterations
MJMLE=-1 ; no JMLE iterations

Example 5: To perform an exact number of JMLE iterations.
a) set the convergence criteria very tight, so that they are never satisfied:
CONVERGE=B
RCONV=.00001
LCONV=.00001
b) setthe maximum number of JMLE iterations equal to the desired number:
MJMLE =99 (or whatever)

11.101 MNSQ= show mean-square or standardized fit statistics

The mean-square or t standardized fit statistics are shown in Tables 7, 11 to quantify the unexpectedness in the response
strings, and in Tables 4, 5, 8, 9 for the fit plots.

MNSQ=N Show standardized (ZSTD) fit statistics. ZSTD (standardized as a z-score) is used of a t-test result when either
the t-test value has effectively infinite degrees of freedom (i.e., approximates a unit normal value) or the Student's f-statistic

distribution value has been adjusted to a unit normal value.

MNSQ=Y Show mean-square fit statistics. Use LOCAL=L for log scaling.

TABLE 7.1 TABLE OF POORLY FITTING PERSONS ( ITEMS IN ENTRY ORDER)
NUMBER - NAME -- POSITION ------ MEASURE - INFIT (MNSQ) OUTFIT
17 Rod M -1.41 2.4 A 2.2
RESPONSE: 1: 00241 43133 14323 31421
Z-RESIDUAL: -2 2 -2 -2 2 -2

Mean-square:

TABLE 9.1
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-5 -4 -3 -2 -1 0 1 2 3

t standardized ZSTD:
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ITEM MEASURE

11.102 MODELS= assigns model types to items

This command is for experimental use only. Please do not use in production situations.

Winsteps chooses the model-family based on MODELS=
Models=R (or MODELS= is omitted) is the rating-scale family of models which includes the Andrich Rating-Scale Model,
the Masters Partial-Credit Model, the Grouped Rating-Scale Model and the Rasch Dichotomous Model.

MODELS= *file name [file containing details

MODELS =* in-line list

MODELS = codes codes for item groups

Within Models=R, the choice of model is decided by ISGROUPS=

If ISGROUPS=is omitted, then

1) If there are only two categories in the data the dichotomous model

2) If there are more than two categories the Andrich Rating-Scale Model

If ISGROUPS=0 then
the Masters Partial Credit Model

If ISGROUPS=(something else)
the Grouped Rating-Scale Model

Please look at the outputin Table 3.2, 3.3, .... to see exactly how the data have been modeled.
Winsteps estimates calibrations for four different ordered response category structures. Dichotomies are always analyzed
using the Rasch dichotomous model, regardless of what model is specified for polytomies. ltems are assigned to the

model for which the serial location in the MODELS= string matches the item sequence number.

The item grouping default becomes the "Partial Credit Model' each item with its own rating scale: MODEL=R and
ISGROUPS=0.
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Do not specify MODELS= unless you intend to use the "S" or "F" models.

MODELS=R (standard) is the default option, specifying standard Rasch analyses using the Rasch dichotomous model,
Andrich "Rating Scale" model and Masters' "Partial Credit" model, see ISGROUPS=.

Andrich D. (1978) Arating scale formulation for ordered response categories. Psychometrika, 43, 561-573.

Masters G.N. (1982) A Rasch model for partial credit scoring. Psychometrika, 47, 149-174.

MODELS=S uses the Rasch dichotomous model and the Glas-Verhelst "Success" (growth) model, also called the "Steps"
Model (Verhelst, Glas, de Vries, 1997). If and onlyif the person succeeds on the first category, another category is offered
until the person fails, or the categories are exhausted, e.g. an arithmetic item, on which a person is first rated on success
on addition, then, if successful, on multiplication, then, if successful, on division etc. "Scaffolded" items can function this
way. This is a continuation ratio model parameterized as a Rasch model with missing data on unreached categories.
Verhelst N.D., Glas C.AW. & De Vries H.H. (1997) A Steps model to analyze partial credit. In W.J. van der Linden & R.K.
Hambleton (Eds.), Handbook of modern item response theory (pp. 123 - 138) New York: Springer.

Recommendation: Instead of an S-type polytomy, model each step to be a dichotomy: 1=succeeded, 0=failed, missing=not
reached. This facilitates much more powerful diagnosis of the functioning of the success process.

MODELS=F uses the Rasch dichotomous model and the Linacre "Failure" (mastery) model. If a person succeeds on the
first category, top rating is given and no further categories are offered. On failure, the next lower category is administered
until success is achieved, or categories are exhausted. This is a continuation ratio model parameterized as a Rasch
model with missing data on unreached categories. The Success and Failure model computations were revised at
Winsteps version 3.36, August 2002.

Recommendation: Instead of an F-type polytomy, model each step to be a dichotomy: 1=succeeded, 0=failed, missing=not
reached. This facilitates much more powerful diagnosis of the functioning of the failure process.

MODELS= has three forms: MODELS=RRSSFR and MODELS=* list * and MODELS=*filename. When onlyone letter is
specified with MODELS=, e.g., MODELS=R, all items are analyzed using that model. Otherwise MODELS=some
combination of R's, F's, S's, and G's, e.g., MODELS=RRSF

When XWIDE=2 or more, then
either (a) Use one character per XWIDE and blanks,

NI=8

XWIDE=2

MODELS=' R S R F R S R R' ; this also forces ISGROUPS=0 to be the default
or (b) Use one character per item with no blanks

NI=8

XWIDE=2

RESCORE='RSRFRSRR' ; this also forces ISGROUPS=0 to be the default

Example 1: All items are to be modeled with the "Success" model.
MODELS=S ; the Success model

Example 2: Acompetency test consists of 3 success items followed by 2 failure items and then 10 dichotomies. The
dichotomies are to be reported as one grouping.
NI=15 fifteen items
MODELS=SSSFFRRRRRRRRRR ; matching models: ; forces ISGROUPS=0 to be the default
ISGROUPS=000001111111111 ; dichotomies grouped: overriding the default ISGROUPS=0
or
MODELS=*
1-3 s

11.103 MODFROM-= location of MODELS

This command has not proved productive. Itis maintained for backwards compatibility.

Instructs where to find the MODELS= information.
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Only use this if you have too manyitems to put conveniently on one line of the MODELS= control variable. Itis easier to use
"+" continuation lines

MODFROM=N MODELS=is a control variable before &END (the standard).

MODFROM=Y
MODELS= information follows just after &END but before the item names. Itis formatted exactly like a data record. It is
helpful to enter "MODELS="where the person name would go.

Example: Atest consists of 10 three-categoryitems. The highest level answer is scored with KEY2=. The next level with
KEY1=. Some items have the "Success" structure, where the higher level is administered only after success has been
achieved on the lower level. Some items have the "Failure" structure, where the lower level is administered only after failure
atthe higher level. The MODELS=, KEY1=, KEY2= are formatted exactly like data records. The data records are in a
separate file.

NAMEl = 5 start of person-id

ITEM1 = 20 start of responses

NI = 10 ten items

CODES = ABCDE valid codes

MODFRM = Y MODELS= in data format

KEYFRM = 2 two keys in data format

DATA = DATAFILE location of data

; 1 2 columns

;2345678901234567890

&END

MODELS= SSSFFFSSSS data format

KEY1l= BCDABCDABC starts in column ITEM1 = 20
KEY2= ABCDDBCBAA

Item name 1 first item name

|
Item name 10
END NAMES

11.104 MORE= heading in Tables 1,12,16

MORE-=, LESS=, RARE=, FREQ= control the column headings in Tables 1,12 and 16. The first 8 characters of each
variable are displayed, and sometimes more. Please change these headings to match the meaning of more and less of
your latent variable.

The default values are: Meaning relative to the latent variable
MORE = <more> More ability, higher ability
LESS = <less> Less ability, lower ability
RARE= <rare> Rarer success, higher item difficulty, harder item
FREQ= <frequent> More frequent success, lower item difficulty, easier item

Example 1: Table 1.1. Default values:
PERSON= KID

[TEM= ACT

MAXPAGE= 40
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MAF OF KID AND ACT

MEASURE I HMEASURE
ML B == ——————— KID =4= RACT mmmmmmeemmeem———— <rare>
6 X o+ 6
5 = X + = 5
3 MORE = i RARE 3
3 AEXEXE T+T X 3
. WOODOOODONE, 5+ X0 .
1 SO X, M+ 00K 1
0 HOOONEOENCOnnaOnOnoOnUoonnt 54N 20000000E 0
=1 0K 45 20000 =1
=2 XX T+ XX =2
=3 +T XX — =3
‘s LESS: : FREE; 1
=5 + =35
<legg> KID 4= ACT <Irequent >
Example 2:
MORE= <Expert>
LESS= <Novice>
RARE= <Harder>
FREQ= <Easier>
PERSON=KID
ITEM=ACT
MAXPAGE= 40
HAP OF KID AND ACT
HEASURE I HEASURE
<Expert> KID -+- ACT <Harder>
6 X o+ ¥ &
5 = ¥ o+ - &
; MORE= = . RARE=
3 W00 T+T ¥ 3
2 MODOOCONONOONE 5+ X0 2
1 WOOOOOONOOONNNON0NNE NS 000 1
0 F O, SN EX 0
-1 o 45 0000 -1
-2 X T+ EX -2
-3 +T XX = -3
i LESS: : FRE‘; ™
-5 + -5
R B —— KID —4+= ALT mmmmmmmmmmmmmmeee <Basier:
Example 3:
MORE= Senior
LESS= Junior
RARE= Complex
FREQ= Simple
PERSON= Manager
ITEM= Task
MAXPAGE= 40
HAP OF Manager AND Task
HEASURE I HEASURE
Senior Manager -+- Task Comp Lex
L] X o+ '
5 MORE= ¥ o+ RARE= 5
4 o+ 4
3 WO T+T ¥ 3
2 OOOOOCOoOo0D. S+ 000 2
1 WODOOOODOOODOoonnos. M5 000D 1
0 DTN, S R0nnnn 0
-1 W 45 00000 -1
-2 o T+ H -2
-3 +T XX -3
- FREQ= _
3 JLESS= PERSON= | ITEM= - =
dunior Hanager -+- Task Simple
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11.105 MPROX= maximum number of PROX iterations

Specifies the maximum number of PROX iterations to be performed. The PROX, "normal approximation", algorithm
provides starting values for the JMLE algorithm, in order to speed up estimation. PROX has little influence on the final JMLE
estimates.

MPROX= 1 or more PROX terations are performed so long as inestimable
parameters have been detected in the previous iteration,
because inestimable parameters are always dropped
before the nextiteration. Atleast 2 PROX iterations will be
performed. PROX iteration ceases when the specified
number of iterations have been done or the spread of the
persons and items no longer increases noticeably (0.5
logits). The spread is the logit distance between the top 5
and the bottom 5 persons or items. Then JMLE iterations

begin.

MPROX=0 Continue PROX terations indefinitely until you intervene
with Ctrl+f

MPROX= -1 (or there are anchored items or persons) No PROXestimation is done

Example 1: To set the maximum number of PROXiterations to 20, in order to speed up the final JMLE estimation ofa
symmetrically-distributed set of parameters,
MPROX=20

Example 2: To minimize the influence of PROX on the final JMLE estimates,
MPROX=-1

11.106 NAME1= first column of person label

NAME 1= gives the column position where the person label information starts in your data file or in the new record formatted
by FORMAT=.

It is easy to miscount the NAME1= column. Scroll to the top of the Winsteps screen and check column positions:

Input in process..
Input Data Record:

1 2
1234567890123456789012345678
Richard M 111111100000000000
P I N

35 KID Records Input.

AP marks the Name1=1 column position with 2.
Al'marks the ltem1=11 column position with .
AN marks the NI=18 column position with /.

Example 1: The person-id starts in column 10, data responses are 1 column wide, in columns 1-8:
NAME1=10 starting column of person-id
XWIDE=1 width of response
NI=8 number of responses

Example 2: The person-id in column 10, there are 4 data responses are 2 columns wide, in columns 1-8:
NAME1=10 starting column of person-id
XWIDE=2 width of response
NI=4 number of responses
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Example 3: The person id starts in column 23 of the second record.
FORMAT=(80A,/,80A) concatenate two 80 character records
NAME1=103 starts in column 103 of combined record

Example 4: The person id starts in column 27 of a record with XWIDE=2 and FORMAT=.
This becomes complicated, see FORMAT=

Example 5: How do | add convenient IDs (e.g., 1, 2, 3...) to the control file?
Give NAME 1= a value beyond the end of the data record.
NAME1=100 ; a number that is bigger than the longest data record
NAMELENGTH = 5 ; allows numbers up to 99999

11.107 MRANGE-= half-range of measures on plots

Specifies the measure half-range, (i.e., range away from the origin or UMEAN=), of the maps, plots and graphs. This is in
logits, unless USCALE= is specified, in which case it must be specified in the new units defined by USCALE=. To
customize particular tables, use the Specification pull-down menu, or see TFILE=.

Example 1: You want the vertical range on the Table 1 map to be -5 to +5
MRANGE=5

Example 1: You want to see the category probability curves in the range -3 to +3 logits:
MRANGE=3

Example 2: With UMEAN=500 and USCALE=100, you want the category probability curves to range from 250 to 750:
UMEAN=500 ; item mean calibration
USCALE=100 ; value of 1 logit
MRANGE=250 ; to be plotted each way from UMEAN=

11.108 MTICK= measure distance between tick marks on plots =0,
auto-size

unless USCAL E= is specified, in which case it must be specified in the new units defined by USCALE=. To customize
particular tables, use the Specification pull-down menu.

Example 1: You want the vertical range on the Table 2.2 map to be -6 to +6 logits with tick marks every 2 logits:
MRANGE=6

MTICK=2
-6 -4 -2 0 2 4 6
o T T T T T o T e s
11.109 MUCON= or MUMLE= maximum number of JMLE iterations
See MUMLE=

11.110 NAMLEN-= length of person label

Use this iftoo little or too much person-id information is printed in your output tables.

NAMLEN= allows you define the length of the person-id name with a value in the range of 1 to 30 characters. This value
overrides the value obtained according to the rules which are used to calculate the length of the person-id. These rules are:
1) Maximum person-id length is 300 characters

2) Person-id starts at column NAME1=

3) Person-id ends at ITEM1= or end of data record.

4) If NAME1= equals ITEM1= then length is 30 characters.
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Example 1: The 9 characters including and following NAME 1= are the person's Social Security number, and are to be used
as the person-id.
NAMLEN=9

Example 2: We want to show the responses in Example0.txt as the person label to help diagnose the fit statistics:
ITEM1 = 1
NI = 25
NAME1l = 1
NAMLEN = 25

BTttt ettt T e T +
| ENTRY RAW MODEL | INFIT | OUTFIT |PTMEA]| |
|INUMBER SCORE COUNT MEASURE S.E. |MNSQ ZSTD|MNSQ ZSTD|CORR.| KID |
| == m e Fommmmm - Fommmmm - e Lt ettt |
| 12 17 25 -.85 36(1.90 2.712.86 3.9|A .24| 0100220101210011021000101
| 6 24 25 -.02 .34]1.48 1.711.83 2.3|B .30| 1011211011121010122101210]|
| 15 27 25 .31 .33] .86 -.511.72 1.9|Cc .10 1111111111111111112211111}|
| 7 44 25 2.62 .4711.71 1.7]1.00 .3|D .41 2220022202222222222222222|
| 14 23 25 -.14 .34]1.62 2.1|1.53 1.6|E .54| 2110020212022100022000120]

11.111 NAMLMP= name length on map for Tables 1,12, 16

Person and item labels are often too long to display nicely on the maps in Tables 1,12, 16. NAMLMP= (name length on
maps) limits the number of characters of item and person labels displayed.

NAMLMP=0 to ignore this instruction.
For item labels, NAMLMP= is ignored when IMAP= is specified.
For person labels, NAMLMP= is ignored when PMAP= is specified.

Example: The 9 characters of the person label are the person's Social Security number, and are to be displayed on the
person maps.

NAME1 = 23 ; start of person label
NAMLMP=9 ; number of characters of person label to show on the person maps. The item labels will also be truncated to
displaythe first 9 characters.

11.112 NEWSCORE-=recoding values

NEWSCORE-= says which values must replace the original codes when RESCORE= is used. If XWIDE=1 (the standard),
use one column per code. If XWIDE=2, use two columns per code. The length of the NEWSCORE= string must match the
length of the CODES= string. For examples, see RESCORE=. NEWSCORE= is ignored when KEYn= is specified.

The responses in your data file may not be coded as you desire. The responses to some or all of the items can be
rescored or keyed using RESCORE=. RESCORE= and NEWSCORE= are ignored when KEYn=is specified, exceptas
below.

RESCORE="" or 2 or is omitted
All items are recoded using NEWSCORE=. RESCORE=2 is the standard when NEWSCORE-=is specified.

RESCORE= some combination of 1's and 0's
Onlyitems corresponding to 1's are recoded with NEWSCORE= or scored with KEYn=. When KEYn=is specified,
NEWSCORE-=is ignored.

If some, but not all, items are to be recoded or keyed, assign a character string to RESCORE-= in which "1" means "recode
(key) the item", and "0" (or blank) means "do not recode (key) the item". The position of the "0" or "1" in the RESCORE=
string must match the position of the item-response in the item-string.
Example 0: | want to collapse data, rating scale 1,2,3,4,5 6 to 0 through 3 is 0, 4 through 6 is 1

CODES = 123456

NEWSCORE = 000111 ;the codes align vertically

Example 1: The original codes are "0" and "1". You want to reverse these codes, i.e., 1 0 and 0 1, for all items.
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XWIDE=1] one character wide responses (the standard)
CODES =01 wvalid response codes are 0 and 1 (the standard)
NEWSCORE=10 desired response scoring

RESCORE=2 rescore all items - this line can be omitted
or

NI = 100 100 ITEMS

IREFER=%*

1-100 X FOR ALL 100 ITEMS, reference is X
*

Codes = 01 recode 01

IVALUEX = 10 into 10

Example 2: Your data is coded "0" and "1". This is correct for all 10 items except for items 1 and 7 which have the reverse
meaning,i.e.10and 0 1.

NI=10 ten items

CODES =01 the standard, shown here for clarity

(a) old method - which still works:
NEWSCORE=10 revised scoring
RESCORE=1000001000 only for items 1 and 7

(b) new method - recommended:
IVALUEl =10 revised scoring
IVALUEO =01 scoring unchanged, so this line can be omitted.
IREFER =1000001000 only for items 1 and 7

If XWIDE=2, use one or two columns per RESCORE= code, e.g.," 1" or "1 "mean recode (key). " 0" or "0 " mean do not
recode (key).

Example 3: The original codes are " 0" and " 1". You want to reverse these codes, i.e.,10and 0 1, foritems 1 and 7 of a ten
item test.

NI =10 ten items

XWIDE =2 two characters wide

CODES = " 0 1" original codes

NEWSCORE=" 1 0" new values

RESCORE =" 1 0 0 0 0 01 0 O O" rescore items 1 & 7

Example 4: The original codes are "0","1", and "2". Youwant0 0, 1 1, and 2 1 for all items
XWIDE=1 one character wide (standard)
CODES =012 valid codes
NEWSCORE=011 desired scoring

Example 5: The original codes are "0", "1", and "2". You wantto make 0 2,1 1, and 2 0, for even-numbered items in a twenty
item test.

NI=20 twenty items

CODES =012 three valid codes

NEWSCORE=210 desired scoring

RESCORE=01010101010101010101 rescore "even" items

Example 6: The original codes are "0","1", "2", "3" and some others. You want to make all non-specified codes into "0", but
to treat codes of "2" as missing.

CODES = 0123 four valid codes

NEWSCORE= 01X3 response code 2 will be ignored

MISSCORE=0 treat all invalid codes as 0

Example 7: The original codes are "0", "1", "2", "3". You want to rescore some items selectively using KEY1= and KEY2=
and to leave the others unchanged - their data codes will be their rating values. Foritems 5and 6,00,10, 2 1, 3 2; foritem
7,00,10,20,3 1. Responses to other items are already entered correctlyas 0, 1, 2, or 3.

CODES =0123 valid codes

RESCORE=0000111000 rescore items 5,6,7

KEY1 =***k*223%** keyed for selected items

KEY2 =****33X*** the X will be ignored

~ read these columns vertically
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11.113 NI= number of items

NI=is the total number of items to be read in (including those to be deleted by IDFILE= etc.). The maximum value of Nl=is
about 65,000 for one column responses or about 32,500 for two column responses in the standard program. NI= is usually
the length of your test (or the total number of items in all test forms to be combined into one analysis).

Example: If there are 230 items in your test, enter
NI=230 ; 230 items

It is easy to miscount the NI= column. Scroll to the top of the Winsteps screen and check column positions:

Input in process..
Input Data Record:

1 2
1234567890123456789012345678
Richard M 111111100000000000
P I N

35 KID Records Input.

AP marks the Name1=1 column position with 2.

Almarks the ltem1=11 column position with /.
AN marks the NI=18 column position with .

11.114 NORMAL= normal distribution for standardizing fit
The standard generally matches the statistics used in BTD and RSA.

Specifies whether distribution of squared residuals is hypothesized to accord with the chi-square or the normal distribution.
Values of t standardized fit statistics are obtained from squared residuals by means of one of these distributions.

NORMAL=N |tstandardized fit statistics are obtained from the squared residuals by means of the chi-square distribution
and the Wilson-Hilferty transformation (the standard).

NORMAL=Y | tstandardized fit statistics are obtained from the squared residuals by means of an asymptotic normal
distribution (F.A.G. Windmeijer, The asymptotic distribution of the sum of weighted squared residuals in
binary choice models, Statistica Neerlandica, 1990, 44:2, 69-78).

11.115 OFILE= report output file

A. Output Tables requested from the Output Tables menu are displayed in temporaryfiles. These can be "Saved As"
permanentfiles.

B. Output Tables can be requested in the control file or at the Extra Specifications promptusing TABLES= or TFILE=. These
are output to a reportfile.

1) if no report output file is specified, then the tables are output to a temporaryfile which is displayed after the analysis
phase is completed.

2)ifa report output file is specified when Winsteps is launched interactively, then the tables are output to the specified file
which is displayed after the analysis phase is completed.

3) ifa report output file is specified when Winsteps is launched in Batch mode, then the tables are output to the specified
file.

4) report output files can be specified in the control file or at the Extra Specifications prompt using OFILE=. These can be
displayed from the Edit menu. When Winsteps is launched interactively, the last output report file containing a Table is
displayed.

Example 1: Winsteps is launched interactively, but we want the Output Tables to be written to file "mytables.tdt". Press enter
when Winsteps asks for a Report Output file name.
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TITLE="My analysis"
TABLES=1110110101
OFILE=mytables.txt

Example 2: We want Winsteps to analyze the data once, but produce the same Output Tables twice in different scaling
written to the same report output files:

TITLE="My analysis"

TFILE=*

OFILE="mytable1s.td¢"

UMEAN=500 ; item mean calibration
USCALE=100 ; value of 1 logit

MRANGE=250 ; to be plotted each way from UMEAN=
1; Table 1

UMEAN=0 ; item mean calibration

USCALE=1 ; value of 1 logit

MRANGE=5 ; to be plotted each way from UMEAN=
1; Table 1 again

11.116 OSORT= option/distractor sort

Specifies the order in which categories, options and distractors are listed within items in the ltem
Category/Option/Distractor Tables, such as Table 13.3

OSORT =D Options within items are listed in their Data order in CODES= (the standard).
OSORT =S or Vor"" Score or Value: Options are listed in their Score Value order.
OSORT = Aor M Average or Measure: Options are listed in their Average Measure order.

Example: List distractors in original CODES= order:

OSORT=D
CODES=000102
XWIDE=2
ACTS CATEGORY/OPTION/Distractor FREQUENCIES: MISFIT ORDER
B e T +
|JENTRY DATA SCORE | DATA | AVERAGE S.E. OUTF| |
|INUMBER CODE VALUE | COUNT % | MEASURE MEAN MNSQ| ACT |
| mmm e oo T TR o |
| 23 A 00 0| 44 59 | 9.57 1.37 1.7 |WATCH A RAT | 00 dislike
| 01 1] 20 27 | 10.35 3.79 2.4 | | 01 neutral
| 02 2 | 11 15 | 8.92 6.48 7.6 | | 02 like
| MISSING *** | 101 | |
| | | | |
| 5 B 00 0| 47 63 | 9.57 1.48 1.8 |FIND BOTTLES AND CANS | 00 dislike
| 01 1 19 25 | 8.34 3.45 2.9 | | 01 neutral
| 02 2 | 9 12 | 13.14 8.10 6.1 | | 02 like

11.117 OUTFIT= sort misfits on infit or outfit

Other Rasch programs may use infit, outfit or some other fit statistic. There is no one "correct" statistic. Use the one you find
most useful.

Specifies whether mean-square infit or mean-square oulffitis used as your output sorting and selection criterion for the

OUTFIT=Yes or Both or 2 [For each person, the greater of the outfit mean-square and infit mean-square is used as the fit
statistic for sorting and selection (the standard).

OUTFIT=No or Infitor 1 Infit mean-square onlyis used as the fit statistic for sorting and selection.

OUTFIT=Ouffit or 0 Ouftfit mean-square onlyis used as the fit statistic for sorting and selection.
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Example: We want Table 6 sorted by Outfit Mean-square descending:
OUTFIT = Outfit
Output Tables: 6

11.118 PAFILE= person anchor file

The PEILE= from one run can be used unedited as the person anchor file, PAFILE=, of another.

PAFILE= file name |file containing details

PAFILE =* in-line list

PAFILE = $S1W1 |field in person label

The person parameter values (thetas) can be anchored (fixed) using PAFILE=. Person anchoring can also facilitate test
form equating. The persons common to two test forms can be anchored at the values for one form. Then the measures
constructed from the second form will be equated to the measures of the first form. Other measures are estimated in the
frame of reference defined by the anchor values.

Displacements are reported, indicating the differences between the anchored values and the freely estimated values. If
these are large, please try changing the setting of ANCESTIM=.

PAFILE=? opens a Browse window

In order to anchor persons, a data file must be created of the following form:

1. Use one line per person (or person range) to be anchored.

2. Type the sequence number of the person in the current analysis, a blank, and the measure-value at which to anchor the

person (in logits if UASCALE=1, or in your user-rescaled USCALE= units otherwise). Arithmetical expressions are allowed.
Further values in each line are ignored. An IFILE= works well as an IAFILE=.

3. Ifthe same person appears more than once, the first anchor value is used.

UIMEAN= and UPMEAN= are ignored when there are anchor values, |AFILE= or PAFILE=

Examples:

PAFILE=%*

2 3.47 ; anchors person 2 at 3.47 logits (or USCALE= values)

10-13 1.3 ; persons 10, 11, 12, 13 are each anchored at 1.3 logits

2 5.2 ; person 2 is already anchored. This person anchoring is ignored

1-50 0 ; all the unanchored persons in the range 1-50 are anchored at 0.
*

Anything after ";" is treated as a comment.

PAFILE = filename

Person anchor information is in a file containing lines of format
person entrynumber  anchor value

person entrynumber  anchor value

PAFILE=*

Person anchor information is in the control file in the format
PAFILE=*

person entrynumber anchor value

person entrynumber anchor value

PAFILE=$SnnEnn or PAFILE=$SnnWnn

Person anchor information is in the person data records using the column selection rules, e.g., starting in column Snn and
ending in column Enn or of width Wnn. Blanks of non-numeric values indicate no anchor value. PAFILE=$S10E12 or
PAFILE=$S10W2 means anchor information starts in column 10 and ends in column 12 of the person's data record (not
person label). This can be expanded, e.g, PAFILE = $S23W1+"."+$S25W2 places the columns next to each other (not
added to each other)
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Example 1: The first 3 persons are to be anchored at pre-set values
TITLE "PAFILE TEST"
ITEM1 1

NI = 4

NAME1l = 6

CODES = 01

PAFILE=%*

1 0.6 ; PERSON 1 ANCHORED AT 0.6 LOGITS

2 2.4 ; PERSON 2 ANCHORED AT 2.4 LOGITS

3 -1.8 ; PERSON 3 ANCHORED AT -1.8 LOGITS
*

&END

Item 1

Item 2

Item 3

Item 4

END LABELS
0101 Person
1110 Person
1000 Person
0110 Person

B W N R

Example 2: The third person in the testis to be anchored at 1.5 logits, and the eighth at-2.7.
1. Create a file named, say, "PERSON.ANC"

2. Enter the line "3 1.5" into this file, meaning "person 3 is fixed at 1.5 logits".

3. Enter the line "8 -2.7", meaning "person 8 is fixed at-2.7 logits".

4. Specify, in the control file,

PAFILE=PERSON.ANC

CONVERGE-=L ;onlylogitchange is used for convergence

LCONV=0.005 ;logit change too small to appear on any report.

or, enter directly into the control file

PAFILE=*

31.5

8 -2.7

*

CONVERGE=L ; only logit change is used for convergence
LCONV=0.005 ; logit change too small to appear on any report.

or, include the anchor information in the data record
PAFILE=$S1E4
NAME1=5
ITEM1=11
NI=12
CONVERGE=L ; only logit change is used for convergence
LCONV=0.005 ; logit change too small to appear on any report.
&END
END LABELS
Fred 111010111001 ; this is the first data line
Mary 011010111100
1.5 Jose 101001111010 ; this data line has an PAFILE= anchor value
Jo 111110011101
etc.

To check: "A" after the measure means "anchored"

o +
| ENTRY RAW | INFIT | OUTFIT |PTMEA| | |
|INUMBER SCORE COUNT MEASURE ERROR|MNSQ ZSTD|MNSQ ZSTD|CORR.|DISPLACE| PERSONS |
[ ommmmmm o Hommmmmmm oo o mmmmmmmm B |
| 3 32 35 1.5 .05| .80 -.3] .32 .6] .53 .40| Jose

Example 2: Matching person labels.
Winsteps expects the person entry numbers for the common persons to be the same in both tests. If they are not, then here
is a procedure using Excel.
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Run the two analyses independently.

Output the two PFILE= to Excel files.

Sort the two Excel Pfiles by person label.

Copy and paste the two files into one excel worksheet:

The columns are:
Columns AB,C: Test 1: person id, entry number, measure
Columns D,E :Test 2: person id, entry number

The person labels will not align, because some people are in Test 1 and not Test 2, and some people are in Test 2 but not
Test1.

We need to apply anchor values from Test 1 in the Test 2 analysis.

Now we want Excel to do a look-up for us:

Paste into cell F1:

=VLOOKUP(D1,A$1:C$999,3,FALSE)

This looks up the person label in cell D1 in column A, and puts the measure in column C into column F1.
Change 999 to match the number of rows in column A

Copy and paste cell F1 into F2:F999 (to the bottom row of Test 2)
The anchor measures are now in column F, with #N/Awhere there is no measure.

Copy and paste columns E and F into a new text file: test2pafile.txt.

Add to your Test 2 control file:

PAFILE=test2pafile.txt

The lines containing #N/Awill be ignored by Winsteps.

Perform the Test 2 analysis.

Check that all is correct by looking at the entry-order measure Table for Test 2.

11.119 PAIRED= correction for paired comparison data

Paired comparison data is entered as only two observations in each row (or each column). The raw score of every row (or
column) is identical. In the simplest case, the "winner" receives a '1’, the "loser" a '0', and all other column (or rows) are left
blank, indicating missing data.

Example 1: Data for a chess tournamentis entered. Each row is a player. Each column a match. The winner is scored "2,
the loser '0' for each match. For draws, each player receives a '1'. See Bradley-Terry model.
PAIRED=YES ; paired comparisons

CODES=012 ;valid outcomes

NI=56 ; number of matches

Example 2: From a research paper - mcg.lboro.ac.uk/mjiffiles/BERJpre.pdf
" for each question used in the main study (38 in total)"

"Judges ... 250 pairwise comparisons of question responses via the comparative judgement website. 5000 pairwise
judgement decisions were collected in total." = 20 judges.

So we follow www.rasch.org/rmt/rmt1130.htm with Winsteps:

1. The 38 questions are 38 Winsteps items

2. The 5000 judgements are 5000 "persons". Each person has two responses: "1" (yes/more/better) and

"0" (nof/less/worse)

3. Each of the 20 judges has a code in the person label, so we can summarize the judges with Winsteps Table 28
4. Since the data are pairwise, in the Winsteps control file,

PAIRED=YES
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11.120 PANCHQU= anchor persons interactively

If your system is interactive, persons to be anchored can be entered interactively by setting PANCHQ=Y before the &END
line. If you specify this, you will be asked if you want to anchor any persons. If you respond "yes", it will ask if you want to
read these anchored persons from a file; if you answer "yes" it will ask for the file name and process thatfile in the same
manner as if PAFILE= had been specified. If you answer "no", you will be asked to enter the sequence number of each
person to be anchored, one at a time, along with the logit (or user-rescaled by UASCALE=, USCALE=) calibration. When
you are finished, enter a zero.

Example: You are doing a number of analyses, anchoring a few, but different, persons each analysis. This time, you want to
anchor person 4.

Enter on the DOS control line, or in the control file:

PANCHQ=Y
CONVERGE=L ; only logit change is used for convergence
LCONV=0.005 ; logit change too small to appear on any report.

You want to anchor person 4:
Winsteps asks you:
DO YOU WANT TO ANCHOR ANY PERSONS?
respond YES (Enter)
DO YOU WISH TO READ THE ANCHORED PERSONS FROM A FILE?
respond NO (Enter)
INPUT PERSON TO ANCHOR (0 TO END):
respond 4 (Enter) (the first person to be anchored)
INPUT VALUE AT WHICH TO ANCHOR PERSON:
respond 1.45(Enter) (the first anchor value)
INPUT PERSON TO ANCHOR (0 TO END): O(Enter) (to end anchoring)

11.121 PCORFIL= person residual correlation file

This writes out the Table of inter-person correlations which is the basis of the principal components analysis of residuals.
The basis for the correlations is controlled by PRCOMP=.

PRCOMP=R correlates the raw residuals

PRCOMP=S correlates the standardized residuals

PRCOMP=0 correlates the observations

Extreme scores: minimum possible (0) and maximum possible (perfect) item scores are omitted from the computation of
the correlations. Persons with extreme scores are not reported. Their correlation is 0.

Missing data: for these Winsteps substitutes their expectations when possible. For residuals and standardized residuals,
these are 0. ltems with extreme scores (minimum possible or maximum possible): Winsteps drops these from the
correlation computation. The reason for these choices is to make the principal components analysis of residuals as
meaningful as possible.

PCORFILE=? opens a Browse window

Example 1: Write out the Table of inter-person residual correlations. PCORFIL=file.txt - Then file.txt contains, for SF.tx, in
12-character, fixed-format, columns:
PERSON PERSON CORRELATION
2 .028295
.376179
.457773
.212332
-.452587
.338937

H R RRRR
Jd o U s Ww

Example 2: When PCORFILE= is selected on the Output Files menu or MATRIX=YES, the Data Format: Matrix option can be
selected:
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Data Format: & Matrix " List

| Nk I Nanrel I |

This produces in 10-character wide columns:

1 2 3 4
1.000000 .028295 .376179 .457773
.028295 1.000000 .460451 -.314252
.376179 .460451 1.000000 -.083707
.457773 -.314252 -.083707 1.000000
.212332 -.258320 -.009482 .270427
-.452587 .271853 -.443830 -.118054
.338937 -.556438 .204127 .348083

11.122 PDELETE= person one-line item deletion

Aone-line list of persons to be deleted or reinstated can be conveniently specified with PDELETE=. It has the same
functionalityas PDFILE=. PSELECT= is another way of deleting persons.

The formats are:

PDELETE=3 3 is an person entry number: delete person 3
PDELETE=6 1 delete persons 6 and 1 :guT’é'E COUNT MEAS
PDELETE= 2-5 delete persons 2,3,4,5

7333 10000 - _@E
2274 10000 —1._4%
F7E4 10000 —1.11
§7§3 10000 - .0«
7873 10000 —-1.1f

PDELETE= +3-10 delete all persons, then reinstate persons 3 to 10
PDELETE=4-20 +8 |delete persons 4-20 then reinstate person 8
PDELETE= 3,7,4,10 |delete persons 3, 7,4, 10. Commas, blanks and tabs are

separators. 6564 10000 - .47
n H . n

At the "Extra information" prompt, use commas as separators MWEAN G5E1Z.7 10000 ot

5.0. 1803.1 .0 1.010

PDELETE= (blank) [In the Specification Menu dialog box, resets temporary person
deletions

Example 1: After an analysis is completed, delete cases 16, 25 and 87 from the reporting.
In the Specification pull-down box:
PDELETE=16 25 87

Example 2: Delete all except persons 5-10 and report
Specification menu box: PDELETE=+5-10
Output Tables Menu
Now reinstate person 11 and report persons 5-11.
Specification menu box: PDELETE= 11 +11 ; person 11 is already deleted, but prevents deletion of all except +11.
Output Tables Menu

11.123 PDELQU= delete persons interactively

PDELETE= and/or PDFILE= at Extra Specifications? are easier.

Persons to be deleted or selected can be entered interactively by setting PDELQU=Y. If you specify this, you will be asked if
you want to delete any persons. If you respond "yes", it will ask if you want to read these deleted persons from a file; if you
answer "yes" it will ask for the file name and process that file in the same manner as if PDFILE= had been specified. If you
answer "no", you will be asked to enter the sequence number or numbers of persons to be deleted or selected one line at
a time, following the rules specified for IDFILE=. When you are finished, enter a zero.

Example: You are doing a number of analyses, deleting a few, but different, persons each analysis. You don't want to create

a lot of small delete files, but rather just enter the numbers at the terminal, so specify:
PDELQU=Y
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Winsteps asks you:
DO YOU WANT TO READ SOME KID DELETIONS FROM A FILE? (Y/N)
Y
WHAT IS THE NAME OF THE KID DELETE FILE?
MYPDFILE.TXT
Processing KID PDELQU=MYPDFILE.TXT

DO YOU WANT TO READ MORE KID DELETIONS FROM A FILE? (Y/N)
N

DO YOU WANT TO TYPE IN MORE KID DELETIONS? (Y/N)
Y

TYPE IN THE DELETIONS IN PDELETE= FORMAT:

159

DO YOU WANT TO TYPE IN MORE KID DELETIONS? (Y/N)
N

11.124 PDFILE= person deletion file

Deletion or selection of persons from a test to be analyzed, but without removing their responses from your data file, is
easilyaccomplished by creating a file in which each line contains the sequence number of a person or persons to be
deleted or selected (according to the same rules given under IDFILE=), and then specifying this file by means of the control
variable, PDFILE=, or enter the deletion listin the control file using PDFILE=*. PDFILE=filename can be action from the
Specification menu dialog box. See also PDELETE-=.

PDFILE= file name [file containing list of person entry numbers to be deleted or reinstated. Each line in the file is in the
PDELETE= format.

PDFILE =? opens a Browser window to find the file

PDFILE =~ in-line listin the control file

PDFILE=*4 18-23 * |Atthe Extra Specifications prompt

PDFILE= In the Specifications Menu dialog box, reinstates all temporary deletions

Example 1: You wish to delete the fifth and tenth persons from this analysis.
1. Create a file named, say, "PERSON.DEL"
2. Enter into the file, the lines:
5
10
3. Specify, in the control file,
PDFILE=PERSON.DEL

or, enter directly into the control file,
PDFILE=*
5
10

Example 2: The analyst wants to delete the most misfitting persons reported in Table 6.
1. Setup a standard control file.

2. Specify

PDFILE="

3. Copy the target portion of Table 6.

4. Paste itbetween the ™"

5. Delete characters before the entry numbers.

6. Type ; after the entry numbers to make further numbers into comments.

Example 3:
TITLE = 'Example of person deletion list from Table 6'

200



PDFILE = *
Delete the border character before the entry number

; ENTRY RAW INFIT OUTFIT
NUM SCORE COUNT MEASURE ERROR MNSQ ZSTD MNSQ ZSTD PTBSE PUP
73 ; 21 22 .14 .37 .95 -.31.03 .2 B-.19 SAN
75 ; 16 22 -.56 .39 .95 -.31.03 .2 C-.19 PAU
Enter the ; to make other numbers into comments
* ; closure of PDFILE=*

Example 4: My sample is large enough (n>2000). | want to exclude in the analysis the persons and items that have infit or
outfit statistics of less than -2 or greater than +2.

. Perform your analysis.

. Output files menu: PFILE to Excel.

. In Excel sort the persons in Ouftfit ZSTD order.

. Delete all person rows you want to keep in your analysis.

. Copy the column of entry numbers of persons you want to delete.
. Create a new text file "delete.tdt"

. Paste the list of entry numbers into the textfile

8. In your Winsteps control file, add

PDFILE = delete.txt

9. Perform your revised analysis

11.125 PDROPEXTREME= drop persons with extreme scores

Unanchored persons with extreme (zero, minimum possible or perfect, maximum possible) scores provide no information
for estimating item measures, but they are reported and included in summary statistics. To remove them:

NO O WN -

PDROPEXTREME = No ; do not drop extreme persons (standard)

PDROPEXTREME = Yes or All ; drop zero (minimum possible) and perfect (maximum possible) scores
PDROPEXTREME = Zero or Low or Bottom or Minimum ; drop zero or minimum-possible scores

PDROPEXTREME = Perfect or High or Top or Maximum ; drop perfect or maximum-possible scores

Example 1: The data file contains many data records of persons who did not attempt this test and so were scored 0. They
are skewing the test statistics:

PDROPEXTREME = Zero

Example 2: On a satisfaction survey, hurried respondents mindlessly code everyitem "highly satisfied".
PDROPEXTREME = Perfect

11.126 PERSON-= title for person labels

Up to 12 characters to use in table headings to describe the kind of persons, e.g.
PERSON=KID

11.127 PFILE= person output file

PFILE=filename produces an output file containing the information for each person. This file contains 4 heading lines
(unless HLINES=N or ROW1HEADING=N), followed by one line for each person containing the following fields and the
standard field selection. To change the output-field selection, go to the Output File dialog, PFILE=, Field selection, Make
default, or POFSFIELDS=.

PFILE=? opens a Browse window
"Status=-2 to -6" means that there are no measurable responses bythose persons in this analysis. The persons maybe

listed in the PFILE= and in Table 18, but all the numbers shown are default values. They have no meaning. Please do not
include those persons in summary statistics.

201



Columns:

with 'Select All" fields using Output File Field Selection

Start [ End Label Format [Description
1 1 Al Blank or ";" if HLINES=Y and there are no responses or deleted or extreme
(status =0,-1, -2, -3)
6 ENTRY 15 1. The person sequence entry number
14 MEASURE F8.2 |2.MLE person ability estimate user-rescaled by UMEAN=, USCALE=,
UDECIM=. Measures for deleted or inestimable persons are shown as
9999.
15 17 STATUS 13 3. The person's status
2 = Anchored (fixed) measure
1 = Estimated measure
0 = Extreme maximum measure (estimated using EXTRSC=) for
extreme maximum raw score
-1 = Extreme minimum measure (estimated using EXTRSC=) for
extreme minimum raw score (usually 0)
-2 =No responses available for measure
-3 = Deleted by user
-4 = Inestimable: high (all responses in the same category with
ISGROUPS=0 or CUTHI=)
-5 = Inestimable: low (all responses in the same category with
ISGROUPS=0 or CUTLO=)
-6 = Anchored (fixed) measure with extreme (minimum or maximum)
observed raw score
-7 to -16 = Temporarily deselected by Specification box with PSELECT=
(usual STATUS - 10)
-17 to -26 = Temporarily deleted by Specification boxwith PDELETE=
(usual STATUS - 20)
-27 to -36 = Temporarily deselected and deleted by Specification box
with PSELECT= and PDELETE= (usual STATUS - 30)
18 25 COUNT F8.1 [4.The number of responses used in calibrating (TOTAL=N), or the
observed count (TOTAL=Y)
26 34 SCORE F9.1 |5. The raw score used in calibrating (TOTAL=N) or the observed score
(TOTAL=Y)
35 41 MODLSE F7.2 |6.Standard error of the MLE or WLE person ability estimate adjusted by
REALSE REALSE= and user-rescaled by USCALE=, UDECIM=
42 48 IN.MSQ F7.2 |7.Person infit mean square infit. Chi-square = IN.MSQ* INDF
IN.CHI If CHISQUARE=Yes, IN.CHI = Infit Chi-square
49 55 IN.ZSTD, ZEMP, F7.2 |[8.Person infit: t standardized, locally t standardized,, log-scaled or
LOG, PROB probability (LOCAL=)
56 62 OUT.MS F7.2 |9.Person ouffit: mean square ouffit. Chi-square = OUT.MSQ* OUTDF
OUT.CHI If CHISQUARE=Yes OUT.CHI = Ouffit Chi-square
63 69 | OUT.ZSTD,ZEMP,| F7.2 |10.Person ouffit: t standardized, locally t standardized, log-scaled or
LOG, PROB probability (LOCAL=)
70 76 DISPLACE F7.2 |[11.Person displacement (user-rescaled by USCALE=, UDECIM=)
77 83 PTBS, PTMEAS F7.2 |12.Person bytest-score correlation: point-biserial, or point-measure
(PTBIS=). This is 0.00 ifinestimable.
84 90 WEIGHT F7.2 |13.Person weight (PWEIGHT=)
91 96 OBSMA F6.1 [14.Observed percent of observations matching prediction
97 102 EXPMA F6.1 |15. Expected percent of observations matching prediction
103 108 PVALUE F6.2 [16.P-value: proportion correct or average rating (PVALUE=)
109 114 PME-E F6.2 [17.Expected value of Person bytest-score correlation. This is 0.00 if
inestimable.
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115 120 RMSR F6.2 [18. RMSR: root-mean-square residual (RMSR=)

121 128 WMLE F8.2 [19.Warm's (Weighted) Mean Likelihood Estimate (WLE) of person Ability
user-rescaled by UMEAN=, USCALE=, UDECIM=

129 134 INDF F6.2 |20.degrees of freedom of Infit mean-square

135 140 OUTDF F6.2 [21.degrees offreedom of Outfit mean-square

141 148 QCMLE F8.2 |22.Quasi-CMLE estimates for dichotomous data. 0 otherwise.

149 149 1X Blank

150 | 150+ NAME A30+ |23. Person name: change NAME1= and NAMELENGTH-= to alter this.

The format descriptors are:

In = Integer field width n columns

Fn.m = Numeric field, n columns wide including n-m-1 integral places, a decimal pointand m decimal places

An = Alphabetic field, n columns wide

nX=n blank columns.

When CSV=Y, commas separate the values, which are squeezed together without spaces between. Quotation marks
surround the "Person name", e.g., 1,2,3,4,"Name". When CSV=T, the commas are replaced by tab characters.

When W300=Yes, then this is produced in Winsteps 3.00, 1/1/2000, format:

Columns:
Start End Label Format Description

1 1 Al Blank or ";" if HLINES=Y and there are no responses or deleted (status = -
2,-3)

2 6 ENTRY 15 1. The person sequence number

14 MEASURE F8.2 |2.Person's ability estimate (user-rescaled by UMEAN=, USCALE=,

UDECIM)

15 17 STATUS 13 3. The person's status:
3 = Anchored (fixed) measure with extreme (minimum or maximum)
observed raw score
2 = Anchored (fixed) measure
1 = Estimated measure
0 = Extreme minimum (estimated using EXTRSC=)
-1 = Extreme maximum (estimated using EXTRSC=)
-2 = Noresponses available for measure
-3 = Deleted by user
-4 = Inestimable: high (all responses in the same category with
ISGROUPS=0 or CUTHI=)
-5 = Inestimable: low (all responses in the same category with
ISGROUPS=0 or CUTLO=)
-6 = Deselected

18 23 COUNT 16 4. The number of responses used in measuring (TOTAL=N) or the
observed count (TOTAL=Y)

24 30 SCORE 16 5. The raw score used in calibrating (TOTAL=N) or the observed score
(TOTAL=Y)

31 37 MODLSE F7.2 |6.Person ability standard error adjusted by REALSE= and user-rescaled

REALSE by USCALE=, UDECIM=
38 44 IN.MSQ F7.2 |7.Person mean square infit
45 51 ZSTD, F7.2 8. Person infit: t standardized, locally t standardized, or log-scaled
ZEMP, LOG (LOCAL=)
52 58 F7.2 |9.Person mean square outfit (OUT.MS)
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59 65 ZSTD, F7.2 10. Person oulffit: t standardized, locally t standardized, or log-scaled
ZEMP, LOG (LOCAL=)

66 72 DISPLACE F7.2 |11.Person displacement (user-rescaled by USCALE=, UDECIM=)

73 79 PTBS, PTME F7.2 12. Person by test-score correlation: point-biserial, or point-measure

80 80 1X 13. Blank

81 112+ NAME A30+ [14.Person name

Example of standard PFILE= (to see other fields: Output File dialog)

; FERBON Jurvey hoalysis Dee 7 15:31 2008
JENTEY HEASTRE 3T COUHT SC0FE ERRCE IN.MI] IN.ZST OUT.M3 OUT.ZIY DISFL FIMER] WEIGHT OREME DXNPME FVALD PHE-C FHIR HAME

i B3 1 4.0 19.0 .1 1.34 ED 2.87 1.63 o] -8 1.00 30.0 ®6.0 4.7% -8 S EE W Richapd
2 28 3 4.0 im0 JTE 1.3 EF 1.590 i.33 o] 30 1.00 30.0 @0.F 4.30 3% 73 T Traeie
2 =. % 1 $.0 2.0 78 L i =.70 a0 =.2% .0 87 .09 30.9 359 4.0@ « 38 4% W Halwex
i =i.3F I §.0 5.0 11 2.09 cad 1.33 A0 L) L .00 33.9 I3 I3 =29 A8 W Blaise
b =.% 1 5.0 26.0 .78 .41 =1.71 32 -1.64 L) =87 1.00 100.0 3%.9 4.0 18 i¥ W Rom

L .88 1 5.0 0.9 1.03 0 =1.10 i9 =.77 L] = 1.00 1090.92 74.% .00 L 35 M Willizm

Example: You wish to write a file on disk called "STUDENT-PF.t¢" containing the person statistics for import later into a
student information database:
PFILE=STUDENT-PF.txt

11.128 PKMAP= customize Table 36 diagnostic maps

PKMAP= can be used to customize Table 36 diagnostic maps. These maps are based on the KIDMAP -
www.rasch.org/rmt/rmt82k.htm

PKMAP= customization, see also ICOLORFILE= for more color options
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1T
2T
iT
4T
5T
6T
ET
aT

1B
2B
3B
4B
5B
6B
8B
9B

1HY 1H 1HN
|
g
1R
1R 1R 1R
3 1R
1r 1ir
____________ -ip-————————-
___________ lM————————————
ir -2 1r
1R 1R 1R |
1R :
1R |
1R 1R -7
1r |
1LY 1L 1LN
1C=1E 2C=2E 3C=3E 4C=4E

5C=5E

Format in Winsteps control file:

Figure: PKMAP field numbers and positions

ASCIlI=Webpage ; for the colored output
PKMAP=* ;inline instructions for the PKMAP outputin Table 36

(Field number)= value

*

PKMAP Size

The internal height of PKMAP grid boxis 61 or MAXPAG= value - 8.
The internal width of the PKMAP grid boxis LINELENGTH= value - 6.

Format in text file:
use Editmenu

Edit/Create file with NOTEPAD to modify these settings.

In text file, for example:
1D = Yes

Save text file as MyPKMAP.ixt in the same folder as the Control file
Specification menu: PKMAP = MyPKMAP .txt

Field code

Values

Meaning

1T-9T = Top headings
1HY, 1H, 1HN = High side of grid

(blank)

do not display the field
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1M = Measure = Middle (ability)
1LY, 1L, 1LN = Low side of grid
1B-9B = Bottom footers

1E-5E = Color explanations

\

blank line

text

displaythe textin the field location

#nnn# (can be included in text)

display the statistic in the field location

1R = Response = Rating

(blank) or text or #nnn#, e.g., #LABEL#
#CODE#
#CATH#

(as above)

Response code in the data file

Scored category number

For coloring based on 1R value, see
ICOLORFILE=

1G = Grid for PKMAP layout

Top left cell of grid is:

HY High measure, Yes reached
HN High measure, Not reached
LY Low measure, Yes reached
LN Low measure, Not reached

Controls layout of the PKMAP by
identifying the top left quadrant

1C-5C = Color codes

HTML color codes, e.g.,
light-green
#E7C4A3

The color codes for text in the grid
cells:

1C =High Yes (Currentlevel)

2C =High No (Next level)

3C =50-50

4C =Low Yes (Currentlevel)

5C =Low No (Next level)

1P = Placement of response

T = Rasch-Thurstone 50% threshold
H or F = Half-point and Full-point thresholds

Vertical measure at which to place a
response.

1D = Display all the field numbers

"Y" = Display field numbers and values at
start of output

The field codes and their values

1F = Minimum mean-square to
report

0 = all mean-squares
1.5 = only persons with infit or outfit mean-
squares greater than 1.5 are reported

Selects only Kidmaps for misfitting
response strings

1S = Sort instructions

n = Entry number descending

N = Entry number ascending

m = Measure descending

M = Measure ascending

f=Mean-square fit descending

F = Mean-square fitascending

fl, FI = use Infitmean-square
fO, FO = use Outfitmean-square
B, FB = use bigger of both mean-
squares

a = Alphabetical label descending

A= Alphabetical label ascending
a$S3W10, ASS3W10 = Alphabetical
sorton part of person label

Order of the PKMAP Kidmaps in the
output table.

1V-9V = Criterion lines

numbers followed by L or U

logitL or uscale U values for
horizontal = lines on grid

1A = Ability lines

00000 = no lines

10000 = Line at ability level

01000 = Line 1 S.E. above ability level
00100 = Line 1 S.E. below ability level
01100 = Both 1 S.E. lines (default)
00010 = Line 2 S.E. above ability level
00001 =Line 2 S.E. below ability level
These can be combined

show lines around 1M ability level

Field number notin PKMAP= list none (ignored)
Control variable= control variable for the PKMAP display
PSELECT=??7?A; selection value

PDELETE=(list of entry numbers)
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ASCIlI=Webpage

PDFILE=(file of entry numbers)

T36

- output the Table 36 PKMAPs

#nnn# Value: 1= to 8= Person. 9= Iltem
#NAME# or Name or label
#LABEL#
#ENTRY# Entry number
#MEASURE# Measure (user-rescaled by UMEAN=, USCALE=, UDECIM=)
#COUNT# Total number of scored responses
#SCORE# Total raw score
#ERROR# Standard error of measure (user-rescaled by USCALE=, UDECIM=)
#INMNSQ# Infit mean-square
#INZSTD# Standardized Infit statistic: t standardized, locally t standardized, or log-scaled (LOCAL=)
#OUTMNSQ#  |Outfit mean-square
#OUTZSTD# Standardized Ouffit statistic: t standardized, locally t standardized, or log-scaled (LOCAL =)
#TITLE# TITLE= of this analysis
#Y# Measure-units for each row (line) advance on vertical y-axis.
#3S1W1# Display the label substring
#@fieldname#
## #
#CENTER# Center this field (1T-9T and 1B-9B only)

PKMAP= default values for dichotomies (True/False, Multiple-Choice)

PKMAP = *

1D = "No"

1F = "0"

1s = "N"

1T = " Name: #NAME#"

2T = " Ref. Number: H#ENTRY# Measure: #MEASURE# S.E. #ERROR# Score: #SCORE#"
3T = " Test: #TITLE#"

aT = "\»

16 = "HY"

1P = "Half-point threshold"

1R = "H